MATH347 L19: Least squares (LSQ)

New concepts:

— Projection review, projection onto subspaces
— Best approximation

— LSQ through projection

— LSQ solution by normal equations



Projection review: orthogonal projection onto a vector

e Orthogonal projection of v € R along direction g € R"™, ||q||=1

Figure 1. Orthogonal projection operation F.

e w=(|lv]cosb)q (H’UH 4l H’UH> =(q'q)g=q(q'v)=(qq’)v=

e Projection matrix P,=qq’ (||q||=1)



Projection onto a subspace: a simple example

e Simple example: projection in IR? onto x;2o-plane of v € R?
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e The projection of v onto x1x5 plane is w=1v1e; + 165 =1| vy
0
e Projection is linear mapping, hence w = Py v
(100| [100] [O0O00O0
Py=010|=[000{[+|010 |=eef+ees
000 [OOO0O] LOOO




Orthogonal projection onto a subspace: the general case

Recall definition of orthonormal vectors

Columnsof Q=[q1 ... q,|€R™*" are orthonormal if
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Consider C'(Q) with Q= q; ... q, | €R™*" orthonormal. The matrix

Po=QQ"=[q: ... ¢.]| } |=qqi + -+ ¢4,

is the standard matrix of the orthogonal projection of a vector in IR onto the subspace
spanned by { gq1 ... g, }, namely C'(Q).



Least squares problem

e Consider approximating b € R" by linear combination of n vectors, A € R™*"
e Make approximation error e=b — v =b — Ax as small as possible

min ||b— Ax||s
xcR™

Error is measured in the 2-norm = the least squares problem (LSQ)
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e Solution is the projection of b onto C'(A)
QR—A, Poiay— QQ7,v—(QQ")b
e The vector x is found by back-substitution from

v=(QQNb=(QR)z= Rz =Q"b.



Normal equation solution

e The best approximant is found when the error vector e is orthogonal to C'(A)
becR™

e

e C(A)
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veR™ v=Ax

elC(A)=Ale=0=AT(b—Ax)=0=(ATA)z=A"b

e The system (AT A) x = A" b is the normal system of the LSQ problem
e Note that A" A e R"*"



