MATHS383: A first course in differential equations February 7, 2020
HOMEWORK 5

Due date: Feb 13, 2020, 11:55PM.

Bibliography: Lesson07.pdf Lesson08.pdf. The first exercise in each problem set is solved for you to use
as a model.

1. Consider V=1R3, § =R. Establish whether for given operations ®,® (V,S,®,®) is a vector space or not.

Ex 1. @ = (1,22, 73), Yy = (Y1, Y2, ¥3), €, Yy €V =R’ & © y= (221 + 2y, 223 + 2y, 223 + 2y3), and with
aeS=R, a®x=(ar,ars, ars)
Solution. Check associativity, (t @ y)®z=x ® (y ® z). Compute

u=x P y=(2x1+2y1, 202+ 22, 225+ 2y3) v=Y D z=(2y1 + 221, 2y2 + 229, 2y3 + 223)
uU+z= (4$1 + 4y1 + 22’1, 4o+ 4y2 + 222, 4$3 + 4y3 + 222)

Tr+v= (21’1 + 4y1 + 421, 21’2 + 4’3/2 + 422, 21’2 + 4’3/2 + 422)

Since u + z #+ x + v, associativity is not satisified and (V, S, ®,®) is not a vector space. Note: it is
sufficient to find one unsatisfied property to prove that (V,S,®,®) is not a vector space. However to
prove that (V,S,®,®) is indeed a vector space, all properties must be verified/

Ex 2. x®y=(x1— 41,22 — Y2, 23— y3), « © T = (x1, AT, AT3).

Ex 3. zdy=(r1+1y1—L,xe+ya—Lzs+ys— 1), a ©x = (amxy, axs, axs).
Ex 4. x®y=(x1+ 1,22 — Y2, T3+ ¥3), a © = (@x, g, ax3).

Ex 5. x ®y=(x1+ y1, T2+ Yo, x3+ y3), @« © x = (421, g, axs).

2. Consider ¥V C R?*2, a subset of all 2 by 2 real-component matrices with operations

A. B cR2x2 A:<a11 612) B:(bu 512) A@B:(a11+b11 a12+b12)

a1 Q92 ba1 ba a1+ b1 aga+ baa

Oz@A:< aa1; a2 >

aa21 XA22

Determine whether the following are vector spaces

Ex 1. V is the set of skew-symmetric matrices, Ac V= AT=—A.
Solution. From A = —A” deduce that

a1 a ai; a 0 a
11 a2 \_ 1021\ o4 '
21 (22 aiz a2 —a 0

Verify vector space properties for VA, B,C €V, Va, f € R:

(0 a 0 b\ (0 a+b
A+B_<—a 0)+<—b O)_<—(a+b)0 )EV/
Associativity.

o=y 57 ) (L8 )(Lesren 07

A“B*C):(ga 8)+<2(b+c> g+c):<0—(a+b+0) g+b+0)‘“

Closure.



Identity.

o0, )+ (30)=(% 5 )

Inverse.
0 a 0 —a 00
A+(_A):( —a 0)+(a 0 ):(0 0)“
Commutativity.
0 a+b 0 b+a
A+B:< ~(a+b) 0 ):< —(b+a) 0 ):B“"“
Distributivity.
(0 afa+b) Y _(0 aa+ab) \
a(A—i—B)-( —afa+b) 0 )_< —aa—ab) 0 )_QA+QB/
(0 (a+B)a Y _( 0 aa+fa \
(OH_B)A_(—(OH—B)Q 0 )_<—aa—6a 0 >_QA+6A/

apar=a( 5 0 )= (ape 07 ) -taman

All properties are verified, hence skew-symmetric matrices form a vector space.
Ex 2. V is the set of upper-triangular matrices, A € V= as; =0.
Ex 3. V is the set of symmetric matrices, Ac V= AT=A.

. Determine whether the set S is linearly dependent or independent within the vector space V
Ex 1.

2 0
S={upu}=S| 1 || -1 |}, v=R3
3 1

Solution. The first equation of the system a;u; + asus =0 is 2a; + 0as=0=>a;=0. The second equation
then states —as =0, hence a; =as =0, and uy, us are linearly independent.

Ex 2.
st {() () (2 e
Ex 3.
1 -1 0
S:{Ul,UQ,Ug}: 0 5 1 5 1 ,V:R3
1 0 1

. Determine whether the set S is linearly dependent or independent within the vector space V. Here P, is
the set of polynomials of degree at most n.

Ex 1.
S={p1,p2e,p3} ={1,22°+x+2,—2*+2},V="P,

Solution. Denote q = aip; + asps + asps, and consider the equality g =0. Note that 0 is the zero
polynomial, i.e. g(z)=0(z)=

a1+ as(22% +x +2) + azg(—2*+ ) =0forallx

For x =0 obtain a; + as =0. Subsequently for z =1 obtain a; + 5a5 =0. Subtract to obtain 4a,=0=
as =0, and then a; =0. Then for x =—1 obtain —2a3=0=>a3=0. The only choice of a, as, as to have
a1p1 + aspa + asp3 =0 is a; =as=a3 =0, hence S is a linearly independent set of vectors.



Ex 2.
S={p1,p2,p3}={2,z, 23+ 222 -1}, V="P;5
Ex 3.
S={p1, p2, p3, pa} ={x, 2%, 2* + 2z, 2* —x +1},V="P;



