Lesson 17: Projection solution of least squares problem

e New concepts:
— Use @ R factorization to solve least squares problems

— Comparison to normal system



Revisit polynomial least squares problem and its geometric interpretation

Given data D={(z;,y;),i=1, ..., } the problem of finding a polynomial

p(z) =co+cr1x +cox? + ...+ cpz™

that passes as close as possible to the data points led to the minimization of the norm of

the error vector

e:Ac—y:(l x x2 ... w”)—y,withc:
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Note dimensions: e, x, y € R™, but ¢ € R™. Typically m > n, “lots of data, few basis
column vectors”. The minimum error norm is obtained when e=Ac — y 1L C(A)




For A=QR, apply C(Q)=C(A)

Recall that in the @ R factorization, the orthonormal column vectors within () are
obtained as linear combinations of the columns of A, and hence the column spaces
are the same C'(Q)=C(A)

Also recall that P = Q Q" is the projector onto the column space of Q.

Yy
GLAC C(A)

From above, recognize that Ac, the linear combination of columns of A that gets as
close as possible to ¥y is simply the projection of y onto C'(A)

Ac=QQ%y

Since A = Q R, obtain

QRc=QQy=(Q'Q)Rc=(Q'Q)Q'y=1,Rc=1,Q'y= Rc=Q'y



1. Generate some data on a line and perturb it by some random quantities

octave> m=1000; x=(0:m-1)/m; c0=2; c1=3; yex=al+al*x; y=(yex+rand(1,m)-0.5)°;
2. Form the matrices A, N = AT A, vector b= A"y

octave> A=ones(m,2); A(:,2)=x(:); N=A’*A; b=A’x*y;
3. Solve the system Na = b, and form the linear combination y = Aa closest to vy

octave> c=N\b; disp(c?’); ytilde=Ax*c;
1.9921 3.0292

4. Factorize Q R = A, and solve system Rc= Q’y. Obtain the same c vector

octave> [Q Rl=qr(A); d=Q(:,1:2)’*y;
octave> c=R(1:2,1:2)\d; disp(c’);
1.9921 3.0292

When n is large the Q R solution of a least squares problem is less affected by floating point
representation errors than the normal equation solution.



