LECTURE 15: FUNCTION AND DERIVATIVE INTERPOLATION

LECTURE 15: FUNCTION AND DERIVATIVE INTERPOLATION

1. Interpolation in function and derivative values - Hermite interpolation
In addition to sampling of the function f: R —» R, information on the derivatives of f might also be available, as in the
data set

D' ={(xiyi=f (), yi = f (x:),i=0,1,...,n}. ey
The extended data set can again be interpolated by a polynomial, this time of degree 2n + 1 given in the monomial,
Lagrange or Newton form.
Monomial form of interpolating polynomial. Using the monomial basis

Mogpir()=[1 1 ¢ 13 ... 2],
the interpolating polynomial is
0
p(t)= by (a=[17¢ ... 2] :al =ag+ait+ - +amge 12",

. . . A2p+1
with derivative

p'(t)=a+2axt+---+ (2n+ Dasy 1t
The above suggests constructing a basis set of monomials and their derivatives

1t 23 ... 2+l

M2, ,
2t =101 0 32 (2n+1)t2”]

to allow setting the function p(x;) = y;, and derivative conditions p(x;) =y;. The columns of /b3, () are linearly

£ ol
can only be satisfied for all # by a = §=0.
o Sampling at x € R ") gives M = Mb5, ., (x) € R >"+2x21+2) e o for n =2, the matrix is

independent since

1 xo x¢ x3 x¢ x3
Lxi xi x xt X}

lxa ¥3 x» x5 »

0 1 2x¢ 3x3 4x3 5x§
0 1 2x; 3x7 4x7 5xt
0 1 2x, 3x3 4x3 5x3

is obtained.
For general n, M is of full rank for distinct sample points with a determinant reminiscent of that of the Vandermonde

matrix

detM)= [] (xi—xp*

0<i<j<n

The interpolation conditions lead to the linear system

whose solution requires @ ([2(n + DH13/3) operations. An error formula is again obtained by repeated application of
Rolle's theorem, i.e., for p interpolant of data set 2’, 3&, € (x¢,x,) such that

n

(2n+2)
f0=p0 =Lt ] =
J:

The above approach generalizes to higher-order derivatives, e.g., for

%N {(-xl’yl f(-xf)’yl',:f( )yl,,_f”(-xl'))’i:o’17---5”}’ (2)



the basis set is
17 23 ... pnt2
M) =] 0 1 26 362 ... Bn+2) ! ,
002 6t ... Bn+2)(3n+1)t*"
with interpolant
p(t) = M §1,1+2(f)a,

with a € R*"*1 determined by solving

Ma =

144

< < <

with M = M%) .2 (x) € R31+3%6n+3) and error formula

f([)_ ([ f(3n+3) ﬁ t x
PRO=" 33y LYY

Lagrange form of interpolating polynomial. As in the function value interpolation case, a basis set that evaluates
to an identity matrix when sampled at x € R"*! is obtained by LU-factorization of the sampled monomial matrix

Mbps1(x) =M =LU =ILU = £3,,1(x) LU,

that for arbitrary ¢ leads to the basis set

$2,n+l([):%én+l(t)U 1L_ [

The interpolating polynomial of data set 2" = {(x;,y;= f(x:),y; = f (x:)),i=0,1,...,n} is

0= viai)+ Y yibir)
i=0 i=0

where the basis functions can be expressed in terms of the Lagrange polynomials

ns

t—Xx;
4(1) = l_[ r}i_,
i—%j

=0
as I

ai(t) = [1=2(t=x;) & (x) 162(1), bi(t) = (1—x;) G3(1),
and have the properties

ai(x;) =8, ai (x;) =0, bi(x;) =0, b} (x;) = 5.

o As, an example, consider the L U-factorization of matrix M = M5 (x) forn=1

1 0 00 1 0 00 5 ;
1 1 00 1 1 00 1 xo X0 X0
_ 22 3.3
0 - 1 1ol=|o 1 10 0 X1—Xp X{—XQ le X0 )
X0—X1 X1—X0 0 0 xo—x1 2xj—x1x0—xi
1 o——_11]lo o 0 (xo—x1)?
X0—X1 X1—=X0
o The factor inverses are
1 X0 X0X1 x%x1
1 0 00 Xo—X1 Xo—X1 (xo—x1)?
-1 1 00 0 1 xo+x1 xo(xo+2x1)
= 1 1 10lout= X1—Xo Xo—X1 (xg—x1)2
X1—Xo9 Xo—X| ’ 1 2x0+Xx1
2 0 0 _ 2
11 X0—X1 (xo—x1)
X1—X9 Xo—X1
0O O 0 R ——
(xo—x1)?
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o The functions that result

{1-20-v0 ] (20 [1-20 0052 [ (£ )t (25 ) - (222 )

are indeed expressed in terms of ¢(t) as

{[1=2(t=x0) € (x0) 165 (), [ 1 =2(t—x1) & (x1) 145 (2), (t—x0) &G (1), (t—x1) €2 (1) }.

The procedure can be extended to derivatives of arbitrary order, e.g., the data set 2"’ is interpolated by

n n
:Zyi ai +Z)’: i +Z)’z Ci(t),
i=0 i=0

where the Lagrange basis polynomials are given as

aO(t) an(t) bO(t) bn(t) CO(I) Cn(t)
Binaa(t) = M () U™ L = ag(t) an(t) by(r) ... bu(t) cb(r) cn(t)
aq’ (1) a,’ (1) by’ (1) ... by (1) i’ (1) ... ¢n (1)

Newton form of interpolating polynomial. As before, inverting only one factor of the Ab3,,1(t) = B2,.1(t) LU
mapping yields a triangular basis set #’(z) = [ so(f) s1(f) $2(2) ... ]

%é,,.'.l([)U_l = f2,n+1(t) .
o The first six basis polynomials obtained for n =2 are

| I=xo (t=x0) (t=x1)  (t=x0) (t=x1) (t=x2) (t=x0)? (1=x1) (t=x2) (1=x0)%(t=x1)%(t=2x2)
Tx1=x0" (Xx2=x0) (x2=x1)"  (x2—x0) (X1=Xx0) =  (x1—=x0)2(x1—-x2) = (x2—x0)%(x2—x1)2

o A closer link to divided difference and differential calculus is obtained by permuting rows of M, e.g., for n=2

100000\ X x5 x3 xb x3 1 xo x§ x3 xg2 X3
0001001 x1 x xi xt x 0 1 2x¢ 3x3 4x3 5x§
010000O0 lx x3 x3 x3 x5 Lx xt x5 2t 1

PM = 2 4.3 417 2 4.3 .4
0000100 1 2x93x3 4x3 5x¢ 0 1 2x; 3x7 4x7 5x]

8 8 (1) 8 8 (1) 0 1 2x; 3x7 4xi 5xf 1l x; X3 x5 x5 x5

0 1 2x; 3x3 4x3 5x3 0 1 2x> 3x3 4x3 5x3

The first six basis polynomials thus obtained are

{“_x (t=x0)® (t=x0)(1=x) _(t=x0)*(r=x1)° (f—xo)z(f—xl)z(f—xz)}
T nmx)r (=x0)? T (a—xg)2 (x2=x)? (x2—xg)? (x2—x1)?

and upon rescaling generalize to the basis set

Nope1(0) = no(t) ny(1) ... (1) 1,
with

no(t l—[ 1=x))%, nyp1 (1) = (1=x)no(1),k =0, 1,....n
known as the Newton basis set with repetitions.

The interpolating polynomial in Newton divided difference form is
(1) = [yol + [¥0, Yol (1 =%0) + [¥1,Y0, Yol (1=X0)> + - + [Ys Yo -+ Y0, YOI (1=X0) . (1 =X 21) (1 =X,)

Divided difference with repeated values are replaced by their, limits, i.e., the derivatives

)’k—yk—l ’
Ve ye] = lim =Yk -
X1 =X Xk —Xk—1



The forward substitution can again be organized in a table.

i xi il ysyi-1l yiyi-1,yi-2]

0 xoy0 - -
’
0 x0 yo Yo
Y1—Y0 1 Yi—yo
Lxy X1—Xo X1—x0(xl_x0 yO)
, 1 ’ yl_yo)
Lxiyt n xl—xo(yl X1—X0
Y2—y1 1 yY2—y1 7
2 x2 3 Xo—x xz—x1(xz—x1 )
20
S -/ 1 ’ yn_yn—l) [yllv---,)’l]_[)’n—l,---’yO]
nXn Y Yn x,,—x,,_l( oxp=xp) Xn=X0

Table 1. Table of repeated divided differences. The Newton basis coeflicients are the diagonal terms.

Interpolation of data containing higher derivatives, or differing orders of derivative information at each node are
poissible. For multiple repeated values arising in the limit x;.; — x; of sample points x; <x;+| < - - - < X4 the divided

difference is determined by

[Yitks Yitk=1s-- -5 YVir1] = [Yitk=1, Vitk=1,-- -, Vil
Xi+k —Xi

X <Xj+k

itk Yivk-15-- Y =1 )
i
k!

Xi=Xi+k
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