1 MATHG661 - Homeworks 7 and 8 (combined)

Published 11/23/15
Due 12/2/15 11:55 PM

The final homework of the course is meant to aid in final examination preparation. You are
asked to carefully read the following solutions to problems representative of those you can expect
on the final. (honor system grading applied, 8 course grade points awarded ez officio). ror the
final 8 homework grade points choose any 4 problems from the Mathematics Department Sci-
entific Computation Comprehensive examination (http://math.unc.edu/for-grad-students/past-
exams) and present solutions.

1.1 Final examination preparation

1. Newton’s method for solving the nonlinear equation f(z) =0, f: R — R, f € C*(R) is
obtained from a linear Hermite approximant based upon the data x,,, fr,= f(z,), fn=f'(zn).
Generalize the approach to a quadratic Hermite approximant based upon data x,, fn, fn,
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Solution. From a Taylor series, the approximant is
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The method should revert to the Newton iteration

In

Tn+1=Tp — 7l
n

when f;/ =0, which implies choice of the following root
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2. Consider the algorithm of successive parabolas
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to solve the nonlinear equation f(z)=0, f € C*(R). Determine the order of convergence of
the method.

Solution. The algorithm can be written as the simple iteration

ac:G(ac),G(x)zac—f—lll— 1—2% f_I//]

and the root r, the value for which f(x)=0 is a fixed point of the iteration, r = G(r)

Error analysis: Introduce error e, 11 =x,4+1 —r and compute
/ 1 " 2 1 " 3
ent1=G(z,) —G(r)=G (T)€n+§G (r)en—i—gG (r)es + ...

If GU=Y(r)=0, G@(r) #0, the method is of order ¢ since e, 11 = O(e?). Computation of
derivatives is aided by intermediate notation. Let u(z) = f(x)/ f'(z), v(z) = f'(x)/ f"(x),
w(x)= f"(z)/ f"(x), with

RS
7 v

G0y (0 LA L L)

(f//)? f// f// w
G(x)=z—v(1—+/1-2u/v)

Note that f(r)=0= u(r)=0 (assuming f’(r)#0)

Compute

G'(x) = 1-v/(1—y/1-2u/v)— v—uv’
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which becomes at =1 (where u(r)
G'(r)=1—u'=1— (1f%>:0,

so the algorithm is at least second order, e, 1 =O(e2) if v#£0,w#0< f/(r)#0, f”(r) 0.
Compute G”(r) (simplify computations by setting u(r) =0 as soon as it appears) to obtain
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so the method is at least third order.

. Determine the order of convergence of Newton’s method to find a root of f(z) =0 at a
multiple root.

Solution. Simplify computations by choosing origin such that the multiple root is =0, and
(p>1), f(x)=2aPg(x), g(0) #0. Newton’s method written as a simple iteration is
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The error e, 41 =x,41 —r is related to error e, =z, —r by

eni1=G(x,) —G(r)=G'(0)e, + O(e2).

Compute

Gz =19tz pg+ag) —29(pg'+ o'+ 2g")
(pg+zg’)?

Note that as ©—0
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so Newton’s method is at best first-order convergent at a multiple root, if |G'(x)] <1 in a
neighborhood of 7.

. Consider the nonlinear system
7?4 y? =218
23+ % = 2540

Refine the initial approximation (zo, yo) = (5, 10) by carrying out a Newton iteration.

Solution. The system can be written as F/(X) =0 with

x 24 y2—218
X= FX)= LT
Yy x® 4 y° — 2540
and Newton’s iteration can is

F’(X,L)(Xn-‘,—l - X'n) = _F(X"l)

with the Jacobian
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Carry out Newton iteration F'(Xo) (X1 — Xo) =—F(Xo)
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. Show that the two-step method

with solution
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for solving the IVP y’= f(¢, y) is of order 2, but unstable.



Solution. The method is of the form
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withr=2 as=1, a1=1, ap=—-2, 52=0, /1=5/2, fo=1/2. Taylor series expansion around
the point (¢,, y,) leads to
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This of the form
coy(tn) + crhy’(tn) + cah® y" (tn) + ... + c,hPyP(t,) + ... =0,
with the coeflicient of AP
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For a method to be of order p we must have co=c;=... =¢,=0. For (1)
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so the scheme is second order. For the scheme to be stable the roots of the characteristic
polynomial p(z) =3} _, arz" =242 —2 must be less than 1 in absolute value. This does
not hold since p(z) has roots z3 =1, zo=—2 with |z > 1.

6. Derive a method to solve the IVP y’= f(y) based upon a quadratic interpolation of y’ at
tn—i—la tna tn—l-

Solution. Integration from ¢, _1 to t,41 gives
tnt1 tn+1
[ vose=yt) vt = [ s
tn—1 tn—1

A quadratic interpolation of y’= f based on data {(t,—_1, fn—1), (tn, fn), (tnt1, fot1)} is
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giving the algorithm
h
Yn41=Yn—1+ g(fn+1 + fant fa-1)

7. Solve the difference equation
Upy1=Up + A (Up—1 — Un—_2)
ug=0,u1 =1, ug=0.

Solution. Increase indices to Uy 43 =Up42 + ¢(Un+1 —uy). The characteristic equation is

rP—r?2—cr4+c=0
with solutions 1 = 1,72 3 ==c¢, and the solution is

Up = a1t + aory + agry = a1 + azc™ + (—1)"azc™.
Apply initial conditions
0=a1+az+as
l1=a1+cas—cas

—l=a;+c2ay+ 02a3

with solution a1 =0, a2 =1/(2¢), az=—1/(2c), so the solution is
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8. Convert the problem
y" +4y" + 5y’ +2y=—4sint

into a system of first-order ODEs and derive the linear system obtained by appyling the
backward Euler scheme Y, 11 =Y, + hF (Y, 41).

Solution. Introduce u =19y’ v=u'=1y", and obtain the system

al ¥ u Y
Y/:E u |=FY)= v =Al u |+0b(t)
—4sint—4v — 5u — 2y v
with
0 1 0 0
A= 0 0 1 [b)= 0
-2 -5 —4 —4sint

Applying backward Euler leads to
Yn—i—l =Y,+ hAYn+1 + hb(tn+1) = (I — hA)Y,H_l =Y,+ hbn+1

solved by LU factorization of I —h A at beginning of iterations and backsubstitution with
rhs Y, + hb, 1 at each iteration.

1.2 Additional questions

Choose from http://math.unc.edu/for-grad-students/past-exams, state year, problem number, 2
points each.
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