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Preface

Linear algebra is an important gateway connecting elementary mathematics
to more advanced subjects, such as multivariable calculus, systems of dif-
ferential equations, differential geometry, and group representations. The
purpose of this work is to provide a treatment of this subject in sufficient
depth to prepare the reader to tackle such further material.

In Chapter 1 we define the class of vector spaces (real or complex) and
discuss some basic examples, including Rn and Cn, or, as we denote them,
Fn, with F = R or C. We then consider linear transformations between
such spaces. In particular, we look at an m × n matrix A as defining a
linear transformation A : Fn → Fm. We define the range R(T ) and null
space N (T ) of a linear transformation T : V → W . In §1.3 we define the
notion of basis of a vector space. Vector spaces with finite bases are called
finite dimensional. We establish the crucial property that any two bases of
such a vector space V have the same number of elements (denoted dimV ).
We apply this to other results on bases of vector spaces, culminating in the
“fundamental theorem of linear algebra,” that if T : V → W is linear and
V is finite dimensional, then dimN (T ) + dimR(T ) = dimV , and discuss
some of its important consequences.

A linear transformation T : V → V is said to be invertible provided it
is one-to-one and onto, i.e., provided N (T ) = 0 and R(T ) = V . In §1.5 we
define the determinant of such T , detT (when V is finite dimensional), and
show that T is invertible if and only if detT ̸= 0. One useful tool in the study
of determinants consists of row operations and column operations. In §1.6
we pursue these operations further, and show how applying row reduction to
an m×n matrix A works to display a basis of its null space, while applying
column reduction to A works to display a basis of its range.

xi
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In Chapter 2 we study eigenvalues λj and eigenvectors vj of a linear
transformation T : V → V , satisfying Tvj = λjvj . Results of §1.5 imply
that λj is a root of the “characteristic polynomial” det(λI − T ). Section
2.2 extends the scope of this study to a treatment of generalized eigen-
vectors of T , which are shown to always form a basis of V , when V is a
finite-dimensional complex vector space. This ties in with a treatment of
properties of nilpotent matrices and triangular matrices, in §2.3. Combining
the results on generalized eigenvectors with a closer look at the structure
of nilpotent matrices leads to the presentation of the Jordan canonical form
for an n× n complex matrix, in §2.4.

In Chapter 3 we introduce inner products on vector spaces and endow
them with a Euclidean geometry, in particular with a distance and a norm.
In §3.2 we discuss two types of norms on linear transformations, the “opera-
tor norm” and the “Hilbert-Schmidt norm.” Then, in §§3.3–3.4, we discuss
some special classes on linear transformations on inner product spaces: self-
adjoint, skew-adjoint, unitary, and orthogonal transformations. In §3.5 we
establish a theorem of Schur that for each n × n matrix A, there is an or-
thonormal basis of Cn with respect to which A takes an upper triangular
form. Section 3.6 establishes a polar decomposition result, that each n× n
complex matrix can be written as KP , with K unitary and P positive semi-
definite, and a related result known as the singular value decomposition of
a complex matrix (square or rectangular).

In §3.7 we define the matrix exponential etA, for A ∈ M(n,C), so that
x(t) = etAv solves the differential equation dx/dt = Ax, x(0) = v. We
produce a power series for etA and establish some basic properties. The
matrix exponential is fundamental to applications of linear algebra to ODE.
Here, we use this connection to produce another proof that if A is an n× n
complex matrix, then Cn has a basis consisting of generalized eigenvectors
of A. The proof given here is completely different from that of §2.2.

Section 3.8 takes up the discrete Fourier transform (DFT), acting on
functions f : Z → C that are periodic, of period n. This transform diag-
onalizes an important class of operators known as convolution operators.
This section also treats a fast implementation of the DFT, known as the
Fast Fourier Transform (FFT).

Chapter 4 introduces some further basic concepts in the study of linear
algebra on real and complex vector spaces. In §4.1 we define the dual space
V ′ to a vector space. We associate to a linear map A : V →W its transpose
At :W ′ → V ′ and establish a natural isomorphism V ≈ (V ′)′ when dimV <
∞. Section 4.2 looks at convex subsets of a finite-dimensional vector space.
Section 4.3 deals with quotient spaces V/W when W is a linear subspace of
V .
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In §4.4 we study positive matrices, including the important class of sto-
chastic matrices. We establish the Perron-Frobenius theorem, which states
that, under a further hypothesis called irreducibility, a positive matrix has a
positive eigenvector, unique up to scalar multiple, and draw useful corollaries
for the behavior of irreducible stochastic matrices.

Chapter 5 deals with multilinear maps and related constructions, includ-
ing tensor products in §5.2 and exterior algebra in §5.3, which we approach
as a further development of the theory of determinants, initiated in §1.5.
Results of this chapter are particularly useful in the development of differ-
ential geometry and manifold theory, involving studies of tensor fields and
differential forms.

In Chapter 6 we extend the scope of our study of vector spaces, adding
to R and C more general fields F. We define the notion of a field, give
a number of additional examples, and describe how results of Chapters 1,
2, 4, and 5 extend to vector spaces over a general field F. Specific fields
considered include both finite fields, such as Z/(p), and fields of algebraic
numbers. In §6.2 we show that the set A of algebraic numbers, which are
roots of polynomials with rational coefficients, are precisely the eigenvalues
of square matrices with rational entries. We use this, together with some
results of §5.2, to obtain a proof that A is a field, different from that given
in §6.1. This line is carried forward in the next chapter, where we identify
the ring of algebraic integers with the set of eigenvalues of square matrices
with integer entries.

In Chapter 7 we extend the scope of linear algebra further, from vector
spaces over fields to modules over rings. Specific rings considered include
the ring Z of integers, rings of polynomials, and matrix rings. We discuss R-
linear maps between two R-modules, for various rings R, with an emphasis
on commutative rings with unit. We pay particular interest, in §7.2, to
modules over principal ideal domains (PIDs). Examples of PIDs include
both Z and polynomial rings F[t]. In §7.3 we revisit results obtained in
§2.2 and §2.4 on generalized eigenspaces and the Jordan canonical form for
A ∈ L(V ), and show how they follow from results on the structure of R-
modules in §7.2, when R = F[t].

Section 7.5 introduces the class of Noetherian rings and the associated
class of Noetherian modules. This class of rings, defined by a certain finite-
ness condition, contains the class of PIDs. It also contains other important
classes of rings, in particular polynomial rings in several variables, thanks to
a fundamental result known as the Hilbert basis theorem. Section 7.6 treats
unique factorization domains (UFDs), and shows that this class of rings
shares with the class of Noetherian rings the property of being preserved
under passing from R to R[x].
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In Chapter 8 we encounter a sample of special structures in linear alge-
bra. Section 8.1 deals with quaternions, objects of the form a+ bi+ cj + dk
with a, b, c, d ∈ R, which form a noncommutative ring H, with a number
of interesting properties. In particular, the quaternion product captures
both the dot product and the cross product of vectors in R3. We also dis-
cuss matrices with entries in H, with special attention to a family of groups
Sp(n) ⊂M(n,H).

Section 8.2 discusses the general concept of an algebra, an object that is
simultaneously a vector space over a field F and a ring, such that the product
is F-bilinear. Many of the rings introduced earlier, such as L(V ) and H, are
algebras, but some, such as Z and Z[t], are not. We introduce some new
ones, such as the tensor algebra ⊗∗V associated to a vector space, and the
tensor product A⊗B of two algebras. Properly speaking, these algebras are
associative algebras. We briefly mention a class of nonassociative algebras
known as Lie algebras, and another class, known as Jordan algebras.

Section 8.3 treats an important class of algebras called Clifford algebras.
These are intimately related to the construction of a class of differential
operators known as Dirac operators. Section 8.4 treats an intriguing nonas-
sociative algebra called the algebra of octonions (or Cayley numbers). We
discuss similarities and differences with the algebra of quaternions, and also
examine its particularly intriguing group of automorphisms.

We end with some appendices, treating some background material as well
as complementary topics. Appendix A.1 gives a proof of the Fundamental
Theorem of Algebra, that every nonconstant polynomial with complex co-
efficients has complex roots. This result has several applications in §2.1 and
§2.2. Appendix A.2 takes up the notion of averaging a set of rotations. We
produce the “average” as a solution to a minimization problem.

Appendix A.3 brings up another algebraic structure, that of a group.
It describes how various groups have arisen in the text, and presents some
general results on these objects, with emphasis on two classes of groups:
infinite matrix groups like Gℓ(n,R) on the one hand, and groups like the
permutation groups Sn, which are finite groups, on the other. We cap our
treatment of basic results on groups with a discussion of an application to a
popular encryption scheme, based on a choice of two large prime numbers.

Appendix A.4 produces new fields F̃ from old fields, constructed so that

a polynomial P ∈ F[x] without roots in F will have roots in F̃. In particular,
we obtain all finite fields in this fashion, proceeding from the fields Z/(p).
Material in this appendix provides a further arsenal of fields to which the
results of Chapter 6 apply, and also puts the reader in a position to tackle
treatments of Galois theory.



Preface xv

The material presented in this text could serve for a two semester course
in linear algebra. For a one semester course, I recommend a straight shot
through Chapters 1–4, with attention to Appendices A.1 and A.3. Material
in Chapters 5–7 and a selection from Chapter 8 and the appendices could
work well in a second semester course. To be sure, there is considerable
flexibility in the presentation of this material. For example, one might move
the treatment of vector spaces over general fields way up, to follow Chapter
2 directly. In any case, I encourage the student/reader to sample all the
sections, as an encounter with the wonderful mathematical subject that is
linear algebra.

We point out some distinctive features of this treatment of linear algebra.

1) Basics first. We start with vector spaces over the set R of real numbers
or the set C of complex numbers, and linear transformations between such
vector spaces. Thus the reader who has seen multivariable calculus should
be comfortable with the setting of the early chapters. We treat the two
cases simultaneously, and use the label F to apply either to R or to C, as
the occasion warrents. This is a forward-looking strategy, since we will later
on consider vector spaces over general fields, denoted F, and the reader can
appreciate the early material on this more general level with minimal effort.

2) Development of determinants. The determinant is a fundamental tool
in linear algebra. Many treatments of this topic start with a complicated
formula, involving a sum of products of matrix entries, as a proposed defi-
nition of the determinant, and this is rightly seen as off-putting. However,
there is a better way. Section 1.5 establishes that there is a unique function
ϑ : M(n,F) → F, satisfying three simple rules, and this defines the deter-
minant. A straightforward application of these rules leads to the formula
mentioned above, but one does not have to remember this formula, just the
3 simple rules. They lead directly to essential results, such as multiplicativ-
ity, detAB = (detA)(detB), and also invariance of the determinant under
certain column operations. That nasty formula does have one simple, useful
consequence, namely detA = detAt, which also allows one to bring in row
operations.

3) Contact with geometry and analysis. We get into metric properties of
linear spaces in Chapter 3, and associate norms both to elements of a vec-
tor space and to linear transformations. We draw parallels between metric
properties of inner product spaces and n-dimensional Euclidean geometry.
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One use of norms is to be able to treat infinite series of linear transforma-
tions, in particular the matrix exponential, which ties in with systems of
differential equations.

4) Going beyond basics. After Chapter 4 we start to extend the scope of
linear algebra beyond the study of linear transformations between a pair of
real or complex vector spaces.

We look at multilinear algebra, the study of multilinear maps on an n-
tuple of vector spaces, i.e., maps that are linear in each of the n arguments.
Actually such an object arose in §1.5, the determinant, which, acting on an
n × n matrix, was analyzed as acting on an n-tuple of column vectors. In
Chapter 5 we take this further, and tie in theories of multilinear maps with
tensor products and exterior algebras, the latter topic directly extending the
theory of the determinant.

Next, we look at vector spaces over general fields, a concept defined
in Chapter 6. The way we set up the earlier chapters, once we define the
concept of a field, F, most of the material of Chapters 1, 2, 4, and 5 extends
in a straightforward fashion to this more general setting.

The next step extends the theory of vector spaces over a field to that of
modules over a ring, taken up in Chapter 7. Substantially new phenomena
arise in this expanded setting. Some of the constructions here feed back to
material of Chapter 6, in that the theory of rings provides further material
on the theory of fields.

Acknowledgments. Thanks to Robert Bryant for useful conversations
related to various topics treated here, particularly regarding octonions.

During the preparation of this book, my research has been supported by a
number of NSF grants, most recently DMS-1500817.



Some basic notation

R is the set of real numbers.

C is the set of complex numbers.

Z is the set of integers.

Z+ is the set of integers ≥ 0.

N is the set of integers ≥ 1 (the “natural numbers”).

Q is the set of rational numbers.

x ∈ R means x is an element of R, i.e., x is a real number.

(a, b) denotes the set of x ∈ R such that a < x < b.

[a, b] denotes the set of x ∈ R such that a ≤ x ≤ b.

{x ∈ R : a ≤ x ≤ b} denotes the set of x in R such that a ≤ x ≤ b.

[a, b) = {x ∈ R : a ≤ x < b} and (a, b] = {x ∈ R : a < x ≤ b}.

xvii



xviii Some basic notation

z = x− iy if z = x+ iy ∈ C, x, y ∈ R.

f : A→ B denotes that the function f takes points in the set A to points
in B. One also says f maps A to B.

x→ x0 means the variable x tends to the limit x0.



Chapter 1

Vector spaces, linear
transformations, and
matrices

This chapter introduces the principal objects of linear algebra and develops
some basic properties. These objects are linear transformations, acting on
vector spaces. A vector space V possesses the operations of vector addition
and multiplication by a scalar (a number, real or complex); that is, one has

u, v ∈ V, a ∈ F =⇒ u+ v, av ∈ V.

Here, F stands for either R (the set of real numbers) or C (the set of complex
numbers). In Chapter 6 we will bring in more general classes of scalars. A
linear transformation is a map T : V → W between two vector spaces that
preserves these vector operations.

Basic cases of vector spaces are the familiar Euclidean spaces Rn and
their complex counterparts. In these cases a vector is uniquely specified by
its components. More generally, vector spaces have bases, in terms of which
one can uniquely expand a vector. We show in §1.3 that any two bases of
a vector space V have the same number of elements. This number is called
the dimension of V , and denoted dimV .

Two basic objects associated to a linear transformation T : V →W are
its null space,

N (T ) = {v ∈ V : Tv = 0},

and its range,

R(T ) = {Tv : v ∈ V }.

1
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These subspaces of V and W , respectively, are also vector spaces. The
“fundamental theorem of linear algebra” is an identity connecting dimN (T ),
dimR(T ), and dimV .

Matrices provide a convenient representation of linear transformations.
A matrix is a rectangular array of numbers,

A =

a11 · · · a1n
...

...
am1 · · · amn

 .

We say A is an m× n matrix and write A ∈M(m× n,F), if the entries ajk
of A are elements of F. In case m = n, we say A ∈ M(n,F). Horizontal
arrays in A are called rows, and vertical arrays are called columns. The
composition of linear transformations can be expressed in terms of matrix
products.

One fundamental question is how to determine whether an n×nmatrix is
invertible. In §1.5 we introduce the determinant, and show that A ∈M(n,F)
is invertible if and only if detA ̸= 0. We introduce the determinant by three
simple rules. We show that these rules uniquely specify the determinant,
and lead to a formula for detA as a sum of products of the entries ajk
of A. An important ingredient in our development of the determinant is
an investigation of how detA transforms when we apply to A a class of
operations called row operations and column operations.

Use of these operations is explored further in §1.6. One application
is to a computation of the inverse A−1, via a sequence of row operations.
This is called the method of Gaussian elimination. Going further, for A ∈
M(m × n,F), we show that the null space N (A) is invariant under row
operations and the range R(A) is invariant under column operations. This
can be used to construct bases of N (A) and of R(A).

The process of applying a sequence of row operations to an invertible
n× n matrix A to compute its inverse has the effect of representing A as a
product of matrices of certain particularly simple forms (cf. (1.6.12)). We
also make use of this in §1.6 to derive the following geometrical interpretation
of the determinant of an invertible matrix A ∈M(n,R). Namely, if Ω ⊂ Rn

is a bounded open set,

Vol(A(Ω)) = |detA|Vol(Ω).
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1.1. Vector spaces

Vector spaces arise as a natural setting in which to make a mathematical
study of multidimensional phenomena. The first case is the Euclidean plane,
which, in the Cartesian system, consists of points that are specified by pairs
of real numbers,

(1.1.1) v = (v1, v2).

We denote the Cartesian plane by R2. Similarly, the three-dimensional
space of common experience can be identified with R3, the set of triples
v = (v1, v2, v3) of real numbers.

More generally we have n-space Rn, whose elements consist of n-tuples
of real numbers:

(1.1.2) v = (v1, . . . , vn).

There is vector addition; if also w = (w1, . . . , wn) ∈ Rn,

(1.1.3) v + w = (v1 + w1, . . . , vn + wn).

There is also multiplication by scalars; if a is a real number (a scalar),

(1.1.4) av = (av1, . . . , avn).

Figure 1.1.1 illustrates these vector operations on the Euclidean plane R2.

We could also use complex numbers, replacing Rn by Cn, and allowing
a ∈ C in (1.1.4). Recall that a complex number z ∈ C has the form z =
x+ iy, x, y ∈ R. If also w = u+ iv, we have

(1.1.5) z + w = (x+ u) + i(y + v),

similar to vector addition on R2. In addition, there is complex multiplica-
tion,

(1.1.6)
zw = (x+ iy)(u+ iv)

= (xu− yv) + i(xv + yu),

governed by the rule

(1.1.7) i2 = −1.

See Figure 1.1.2 for an illustration of the operation z 7→ iz in the complex
plane C.

We will use F to denote R or C.
Above we represented elements of Fn as row vectors. Often we represent

elements of Fn as column vectors. We write

(1.1.8) v =

v1...
vn

 , av + w =

av1 + w1
...

avn + wn

 .
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Figure 1.1.1. Vector operations on R2

There are other mathematical objects that have natural analogues of
the vector operations (1.1.3)–(1.1.4). For example, let I = [a, b] denote an
interval in R and let C(I) denote the set of functions f : I → F that are
continuous. We can define addition and multiplication by a scalar on C(I)
by

(1.1.9) (f + g)(x) = f(x) + g(x), (af)(x) = af(x).

Similarly, if k is a positive integer, let Ck(I) denote the set of functions
f : I → F whose derivatives up ot order k exist and are continuous on I.
Again we have the “vector operations” (1.1.9). Other examples include P,
the set of polynomials in x, and Pn, the set of polynomials in x of degree
≤ n. These sets also have vector operations given by (1.1.9). In the case of
polynomials in Pn,

f(x) = anx
n + · · ·+ a1x+ a0,

g(x) = bnx
n + · · ·+ b1x+ b0,

the formulas (1.1.9) also yield

(f + g)(x) = (an + bn)x
n + · · ·+ (a1 + b1)x+ (a0 + b0),

(cf)(x) = canx
n + · · ·+ ca1x+ ca0,
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Figure 1.1.2. Multiplication by i in C

closely parallel to (1.1.3)–(1.1.4).

The spaces just described are all examples of vector spaces.

We define this general notion now. A vector space over F is a set V ,
endowed with two operations, that of vector addition and multiplication
by scalars. That is, given v, w ∈ V and a ∈ F, then v + w and av are
defined in V . Furthermore, the following properties are to hold, for all
u, v, w ∈ V, a, b ∈ F. First there are laws for vector addition:

Commutative law : u+ v = v + u,(1.1.10)

Associative law : (u+ v) + w = u+ (v + w),(1.1.11)

Zero vector : ∃ 0 ∈ V, v + 0 = v,(1.1.12)

Negative : ∃ − v, v + (−v) = 0.(1.1.13)

Next there are laws for multiplication by scalars:

Associative law : a(bv) = (ab)v,(1.1.14)

Unit : 1 · v = v.(1.1.15)
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Finally there are two distributive laws:

a(u+ v) = au+ av,(1.1.16)

(a+ b)u = au+ bu.(1.1.17)

The eight rules just set down are rules that, first of all, apply to the cases
V = R and V = C, and as such are familiar rules of algebra in that setting.
One can readily verify these rules also for Rn and Cn, and for the various
function spaces such as Ck(I) and Pn, with vector operations defined by
(1.1.9),

A number of other simple identities are automatic consequences of the
rules given above. Here are some, which the reader is invited to verify:

(1.1.18)

v + w = v ⇒ w = 0,

v + 0 · v = (1 + 0)v = v,

0 · v = 0,

v + w = 0 ⇒ w = −v,
v + (−1)v = 0 · v = 0,

(−1)v = −v.

We mention some other ways to produce vector spaces. For one, we say
a subset W of a vector space V is a linear subspace provided

(1.1.19) wj ∈W, aj ∈ F =⇒ a1w1 + a2w2 ∈W.

Then W inherits the structure of a vector space. For example, Ck(I) is a
linear subspace of Cℓ(I) if k > ℓ, and Pn is a linear subspace of Pm if n < m.
Further examples of linear subspaces will arise in subsequent sections. This
notion will be seen to be a fundamental part of linear algebra.

A further class of vector spaces arises as follows, extending the construc-
tion of Fn as n-tuples of elements of F. To begin, let V1, . . . , Vn be vector
spaces (over F). Then we define the direct sum

(1.1.20) V1 ⊕ · · · ⊕ Vn

to consist of n-tuples

(1.1.21) v = (v1, . . . , vn), vj ∈ Vj .

If also w = (w1, . . . , wn) with wj ∈ Vj , we define vector addition as in (1.1.3)
and multiplication by a ∈ F as in (1.1.4). The reader can verify that the
direct sum V so defined satisfies the conditions for being a vector space.
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Exercises

1. Show that the results in (1.1.18) follow from the basic rules (1.1.10)–
(1.1.17).
Hint. To start, add −v to both sides of the identity v + w = v, and take
account first of the associative law (1.1.11), and then of the rest of (1.1.10)–
(1.1.13). For the second line of (1.1.18), use the rules (1.1.15) and (1.1.17).
Then use the first two lines of (1.1.18) to justify the third line...

2. Demonstrate that the following results hold for every vector space V .
Take a ∈ F, v ∈ V .

a · 0 = 0 ∈ V,

a(−v) = −av.
Hint. Feel free to use the results of (1.1.18).

Let V be a vector space (over F) and W,X ⊂ V linear subspaces. We say

(1.1.22) V =W +X

provided each v ∈ V can be written

(1.1.23) v = w + x, w ∈W, x ∈ X.

We say

(1.1.24) V =W ⊕X

provided each v ∈ V has a unique representation (1.1.23).

3. Show that

V =W ⊕X ⇐⇒ V =W +X and W ∩X = 0.

4. Take V = R3. Specify in each case below whether V = W + X and
whether V =W ⊕X.

W = {(x, y, z) : z = 0}, X = {(x, y, z) : x = 0},
W = {(x, y, z) : z = 0}, X = {(x, y, z) : x = y = 0},
W = {(x, y, z) : z = 0}, X = {(x, y, z) : y = z = 0}.

5. If V1, . . . , Vn are linear subspaces of V , extend (1.1.22) to the notion

(1.1.25) V = V1 + · · ·+ Vn,
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and extend (1.1.24) to the notion that

(1.1.26) V = V1 ⊕ · · · ⊕ Vn.

6. Compare the notion of V1 ⊕ · · · ⊕ Vn in Exercise 5 with that in (1.1.20)–
(1.1.21).
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1.2. Linear transformations and matrices

If V and W are vector spaces over F (R or C), a map

(1.2.1) T : V −→W

is said to be a linear transformation provided

(1.2.2) T (a1v1 + a2v2) = a1Tv1 + a2Tv2, ∀ aj ∈ F, vj ∈ V.

We also write T ∈ L(V,W ). In case V = W , we also use the notation
L(V ) = L(V, V ).

Linear transformations arise in a number of ways. For example, anm×n
matrix, i.e., a rectangular array

(1.2.3) A =

a11 · · · a1n
...

...
am1 · · · amn

 ,

with entries in F, defines a linear transformation

(1.2.4) A : Fn −→ Fm,

by

(1.2.5)

a11 · · · a1n
...

...
am1 · · · amn


b1...
bn

 =

Σa1ℓbℓ
...

Σamℓbℓ

 .

We say A ∈ M(m × n,F) when A is given by (1.2.3). If m = n, we say
A ∈M(n,F).

See Figure 1.2.1 for an illustration of the action of the transformation

(1.2.6) A : R2 −→ R2, A =

(
3 −1
−1 3

)
,

showing the distinguished vectors e1 = (1, 0)t and e2 = (0, 1)t, and their
images Ae1, Ae2. We also display the circle x2 + y2 = 1 and its image
under A. A further examination of the structure of linear transformations
in Chapter 2 will lead to Figure 2.1.1, displaying additional information on
the behavior of this transformation.

We also have linear transformations on function spaces, such as multi-
plication operators

(1.2.7) Mf : Ck(I) −→ Ck(I), Mfg(x) = f(x)g(x),

given f ∈ Ck(I), I = [a, b], and the operation of differentiation:

(1.2.8) D : Ck+1(I) −→ Ck(I), Df(x) = f ′(x).
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Figure 1.2.1. Action of the linear transformation A in (1.2.6)

We also have integration:

(1.2.9) I : Ck(I) −→ Ck+1(I), If(x) =
∫ x

a
f(y) dy.

Note also that

(1.2.10) D : Pk+1 −→ Pk, I : Pk −→ Pk+1,

where Pk denotes the space of polynomials in x of degree ≤ k.

Two linear transformations Tj ∈ L(V,W ) can be added:

(1.2.11) T1 + T2 : V −→W, (T1 + T2)v = T1v + T2v.

Also T ∈ L(V,W ) can be multiplied by a scalar:

(1.2.12) aT : V −→W, (aT )v = a(Tv).

This makes L(V,W ) a vector space.

We can also compose linear transformations S ∈ L(W,X), T ∈ L(V,W ):

(1.2.13) ST : V −→ X, (ST )v = S(Tv).

For example, we have

(1.2.14) MfD : Ck+1(I) −→ Ck(I), MfDg(x) = f(x)g′(x),
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given f ∈ Ck(I). When two transformations

(1.2.15) A : Fn −→ Fm, B : Fk −→ Fn

are represented by matrices, e.g., A as in (1.2.3)–(1.2.5) and

(1.2.16) B =

b11 · · · b1k
...

...
bn1 · · · bnk

 ,

then

(1.2.17) AB : Fk −→ Fm

is given by matrix multiplication:

(1.2.18) AB =

Σa1ℓbℓ1 · · · Σa1ℓbℓk
...

...
Σamℓbℓ1 · · · Σamℓbℓk

 .

For example,

(1.2.19)

(
a11 a12
a21 a22

)(
b11 b12
b21 b22

)
=

(
a11b11 + a12b21 a11b12 + a12b22
a21b11 + a22b21 a21b12 + a22b22

)
.

Another way of writing (1.2.18) is to represent A and B as

(1.2.20) A = (aij), B = (bij),

and then we have

(1.2.21) AB = (dij), dij =
n∑

ℓ=1

aiℓbℓj .

To establish the identity (1.2.18), we note that it suffices to show the two
sides have the same effect on each ej ∈ Fk, 1 ≤ j ≤ k, where ej is the

column vector in Fk whose jth entry is 1 and whose other entries are 0.
First note that

(1.2.22) Bej =

b1j...
bnj

 ,

which is the jth column in B, as one can see via (1.2.5). Similarly, if D
denotes the right side of (1.2.18), Dej is the jth column of this matrix, i.e.,

(1.2.23) Dej =

Σa1ℓbℓj
...

Σamℓbℓj

 .

On the other hand, applying A to (1.2.22), via (1.2.5), gives the same result,
so (1.2.18) holds.
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Associated with a linear transformation as in (1.2.1) there are two special
linear spaces, the null space of T and the range of T . The null space of T is

(1.2.24) N (T ) = {v ∈ V : Tv = 0},

and the range of T is

(1.2.25) R(T ) = {Tv : v ∈ V }.

Note that N (T ) is a linear subspace of V and R(T ) is a linear subspace of
W . If N (T ) = 0 we say T is injective; if R(T ) = W we say T is surjective.
Note that T is injective if and only if T is one-to-one, i.e.,

(1.2.26) Tv1 = Tv2 =⇒ v1 = v2.

If T is surjective, we also say T is onto. If T is one-to-one and onto, we say
it is an isomorphism. In such a case the inverse

(1.2.27) T−1 :W −→ V

is well defined, and it is a linear transformation. We also say T is invertible,
in such a case.

We illustrate the notions of surjectivity and injectivity with the following
example. Take Pn, the space of polynomials of degree ≤ n (with coefficients
in F). Pick distinct points aj ∈ F, 1 ≤ j ≤ n+ 1, and define

(1.2.28) ES : Pn −→ Fn+1, ESp =

 p(a1)
...

p(an+1)

 .

Here S = {a1, . . . , an+1}. Here is our surjectivity result.

Proposition 1.2.1. The map ES in (1.2.28) is surjective.

Proof. For j ∈ {1, . . . , n+ 1}, define qj ∈ Pn by

(1.2.29) qj(t) =
∏
ℓ̸=j

(t− aℓ).

Then

(1.2.30) qj(ak) = 0 ⇐⇒ k ̸= j.

We can define

(1.2.31) FS : Fn+1 −→ Pn

by

(1.2.32) FS

 b1
...

bn+1

 =
n+1∑
j=1

bj
qj(aj)

qj ,
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and see from (1.2.30) that

(1.2.33) p = FS

 b1
...

bn+1

 =⇒ p(ak) = bk, ∀ k ∈ {1, . . . , n+ 1}.

In other words,

(1.2.34) ESFS = I on Fn+1.

This establishes surjectivity. �

The formula (1.2.32) for FS , satisfying (1.2.33), is called the Lagrange
interpolation formula.

As a companion to Proposition 1.2.1, we have

Proposition 1.2.2. The map ES in (1.2.28) is injective.

Proof. A polynomial p ∈ Pn belongs to N (ES) if and only if

(1.2.35) p(aj) = 0, ∀ j ∈ {1, . . . , n+ 1}.
Now we can divide t − a1 into p(t), obtaining p1 ∈ Pn−1 and r1 ∈ P0 such
that

(1.2.36) p(t) = (t− a1)p1(t) + r1,

and plugging in t = a1 yields r1 = 0, so in fact

(1.2.37) p(t) = (t− a1)p1(t), p1 ∈ Pn−1.

Proceeding inductively, we have

(1.2.38) p(t) = (t− a1) · · · (t− an)pn, pn ∈ P0,

so

(1.2.39) p(an+1) = 0 ⇒ pn = 0 ⇒ p = 0,

and we have injectivity. �

Remark. In §1.3 we will see that Pn and Fn+1 both have dimension n+ 1,
and hence, as a consequence of the fundamental theorem of linear algebra,
injectivity of ES and surjectivity of ES are equivalent. At present, we have
from Propositions 1.2.1–1.2.2 that E−1

S = FS , hence

(1.2.40) FSES = I on Pn.
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Exercises

1. Using the definitions given in this section, show that the linear system of
equations

ax+ by = u,

cx+ dy = v

is equivalent to the matrix equation(
a b
c d

)(
x

y

)
=

(
u

v

)
.

2. Consider A,B : R3 → R3, given by

A =

0 1 0
0 0 1
0 0 0

 , B =

0 0 0
1 0 0
0 1 0

 .

Compute AB and BA.

3. In the context of Exercise 2, specify

N (A), N (B), R(A), R(B).

4. We say two n× n matrices A and B commute provided AB = BA. Note
that AB ̸= BA in Exercise 2. Pick out the pair of commuting matrices from
this list: (

0 −1
1 0

)
,

(
1 0
0 −1

)
,

(
1 −1
1 1

)
.

5. Let A ∈M(n,F). Define Ak for k ∈ Z+ by

A0 = I, A1 = A, Ak+1 = AAk.

Show that A commutes with Ak for each k. (Hint. Use associativity.)

6. Show that (1.2.5) is a special case of matrix multiplication, as defined by
the right side of (1.2.18).

7. Show, without using the formula (1.2.18) identifying compositions of
linear transformations and matrix multiplication, that matrix multiplication
is associative, i.e.,

(1.2.41) A(BC) = (AB)C,
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where C : Fℓ → Fk is given by a k × ℓ matrix and the products in (1.2.41)
are defined as matrix products, as in (1.2.21).

8. Show that the asserted identity (1.2.18) identifying compositions of linear
transformations with matrix products follows from the result of Exercise 7.
Hint. (1.2.5), defining the action of A on Fn, is a matrix product.

9. Define the transpose of an m×n matrix A = (ajk) to be the n×m matrix
At = (akj). Thus, if A is as in (1.2.3)–(1.2.5),

(1.2.42) At =

a11 · · · am1
...

...
a1n · · · amn

 .

For example,

A =

1 2
3 4
5 6

 =⇒ At =

(
1 3 5
2 4 6

)
.

Suppose also B is an n × k matrix, as in (1.2.16), so AB is defined, as in
(1.2.17). Show that

(1.2.43) (AB)t = BtAt.

10. Let

A =
(
1 2 3

)
, B =

2
0
2

 .

Compute AB and BA. Then compute AtBt and BtAt.

11. Let A,B,C be matrices satisfying C = AB. Denote by bk the kth
column of B, cf. (1.2.22), and similarly let ak and ck denote the kth columns
of A and C, respectively. Using the identity cjk =

∑
ℓ ajℓbℓk, verify the

following formulas for the kth column of C:

(1.2.44) ck = Abk, ck =
∑
ℓ

bℓkaℓ.

Note that the second identity represents the kth column of C as a linear
combination of the columns of A, with coefficients coming from the kth
column of B.

12. With D and I given by (1.2.8)–(1.2.9), compute DI and ID. Specify

N (D), N (I), R(D), R(I).
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Note. Calculations of DI and ID bring in the fundamental theorem of
calculus.

13. As a variant of Exercise 12, define

T : C(I)⊕ C1(I) −→ C(I)⊕ C1(I), T (g, f) = (Df, Ig).
Here the direct sum C(I)⊕C1(I) is defined as in (1.1.20)–(1.1.21). Compute
T 2. Also, specify

N (T ), N (T 2), R(T ), R(T 2).

14. For another variant, define

E : C1(I) −→ C(I)⊕ F, Ef = (f ′, f(a)),

J : C(I)⊕ F −→ C1(I), J (g, c)(t) = c+

∫ t

a
g(s) ds.

(Here I = [a, b].) Compute JE and EJ .

15. As an illustration of Propositions 1.2.1–1.2.2, specify the unique poly-
nomial p ∈ P4 such that

p(j) =
j

j2 + 1
, j ∈ {−2,−1, 0, 1, 2}.
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1.3. Basis and dimension

Given a finite set S = {v1, . . . , vk} in a vector space V , the span of S,
denoted SpanS, is the set of vectors in V of the form

(1.3.1) c1v1 + · · ·+ ckvk,

with cj arbitrary scalars, ranging over F = R or C. This set, denoted
Span(S) is a linear subspace of V . The set S is said to be linearly dependent
if and only if there exist scalars c1, . . . , ck, not all zero, such that (1.3.1)
vanishes. Otherwise we say S is linearly independent.

If {v1, . . . , vk} is linearly independent, we say S is a basis of Span(S),
and that k is the dimension of Span(S). In particular, if this holds and
Span(S) = V , we say k = dimV . We also say V has a finite basis, and that
V is finite dimensional.

By convention, if V has only one element, the zero element, we say V = 0
and dimV = 0.

It is easy to see that any finite set S = {v1, . . . , vk} ⊂ V has a maximal
subset that is linearly independent, and such a subset has the same span
as S, so Span(S) has a basis. To take a complementary perspective, S will
have a minimal subset S0 with the same span, and any such minimal subset
will be a basis of Span(S). Soon we will show that any two bases of a finite-
dimensional vector space V have the same number of elements (so dimV is
well defined). First, let us relate V to Fk.

So say V has a basis S = {v1, . . . , vk}. We define a linear transformation

(1.3.2)

JS : Fk −→ V, by

JS

c1...
ck

 = c1v1 + · · ·+ ckvk.

Equivalently,

(1.3.3) JS(c1e1 + · · ·+ ckek) = c1v1 + · · ·+ ckvk,

where

(1.3.4) e1 =


1
0
...
0

 , . . . . . . , ek =


0
...
0
1

 .

We say {e1, . . . , ek} is the standard basis of Fk. The linear independence of
S is equivalent to the injectivity of JS and the statement that S spans V is
equivalent to the surjectivity of JS . Hence the statement that S is a basis
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of V is equivalent to the statement that JS is an isomorphism, with inverse
uniquely specified by

(1.3.5) J −1
S (c1v1 + · · ·+ ckvk) = c1e1 + · · ·+ ckek.

We begin our demonstration that dimV is well defined, with the follow-
ing concrete result.

Lemma 1.3.1. If v1, . . . , vk+1 are vectors in Fk, then they are linearly de-
pendent.

Proof. We use induction on k. The result is obvious if k = 1. We can
suppose the last component of some vj is nonzero, since otherwise we can

regard these vectors as elements of Fk−1 and use the inductive hypothe-
sis. Reordering these vectors, we can assume the last component of vk+1 is
nonzero, and it can be assumed to be 1. Form

wj = vj − vkjvk+1, 1 ≤ j ≤ k,

where vj = (v1j , . . . , vkj)
t. Then the last component of each of the vectors

w1, . . . , wk is 0, so we can regard these as k vectors in Fk−1. By induction,
there exist scalars a1, . . . , ak, not all zero, such that

a1w1 + · · ·+ akwk = 0,

so we have

a1v1 + · · ·+ akvk = (a1vk1 + · · ·+ akvkk)vk+1,

the desired linear dependence relation on {v1, . . . , vk+1}. �

With this result in hand, we proceed.

Proposition 1.3.2. If V has a basis {v1, . . . , vk} with k elements and if the
set {w1, . . . , wℓ} ⊂ V is linearly independent, then ℓ ≤ k.

Proof. Take the isomorphism JS : Fk → V described in (3.2)–(3.3). The
hypotheses imply that {J −1

S w1, . . . ,J −1
S wℓ} is linearly independent in Fk,

so Lemma 1.3.1 implies ℓ ≤ k. �

Corollary 1.3.3. If V is finite-dimensional, any two bases of V have the
same number of elements. If V is isomorphic to W , these spaces have the
same dimension.

Proof. If S (with #S elements) and T are bases of V , we have #S ≤ #T
and #T ≤ #S, hence #S = #T . For the latter part, an isomorphism of V
onto W takes a basis of V to a basis of W . �

The following is an easy but useful consequence.
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Proposition 1.3.4. If V is finite dimensional andW ⊂ V a linear subspace,
then W has a finite basis, and dimW ≤ dimV .

Proof. Suppose {w1, . . . , wℓ} is a linearly independent subset ofW . Propo-
sition 3.2 implies ℓ ≤ dimV . If this set spans W , we are done. If not, there
is an element wℓ+1 ∈ W not in this span, and {w1, . . . , wℓ+1} is a linearly
independent subset of W . Again ℓ + 1 ≤ dimV . Continuing this process a
finite number of times must produce a basis of W . �

A similar argument establishes:

Proposition 1.3.5. Suppose V is finite dimensional, W ⊂ V a linear sub-
space, and {w1, . . . , wℓ} a basis of W . Then V has a basis of the form
{w1, . . . , wℓ, u1, . . . , um}, and ℓ+m = dimV .

Having this, we can establish the following result, sometimes called the
fundamental theorem of linear algebra.

Proposition 1.3.6. Assume V and W are vector spaces, V finite dimen-
sional, and

(1.3.6) A : V −→W

a linear map. Then

(1.3.7) dimN (A) + dimR(A) = dimV.

Proof. Let {w1, . . . , wℓ} be a basis of N (A) ⊂ V , and complete it to a basis

{w1, . . . , wℓ, u1, . . . , um}
of V . Set L = Span{u1, . . . , um}, and consider

(1.3.8) A0 : L −→W, A0 = A
∣∣
L
.

Clearly w ∈ R(A) ⇒ w = A(a1w1 + · · · + aℓwℓ + b1u1 + · · · + bmum) =
A0(b1u1 + · · ·+ bmum), so

(1.3.9) R(A0) = R(A).

Furthermore,

(1.3.10) N (A0) = N (A) ∩ L = 0.

Hence A0 : L→ R(A0) is an isomorphism. Thus dimR(A) = dimR(A0) =
dimL = m, and we have (1.3.7). �

The following is a significant special case.

Corollary 1.3.7. Let V be finite dimensional, and let A : V → V be linear.
Then

(1.3.11) A injective ⇐⇒ A surjective ⇐⇒ A isomorphism.
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We mention that these equivalences can fail for infinite dimensional
spaces. For example, if P denotes the space of polynomials in x, then
Mx : P → P (Mxf(x) = xf(x)) is injective but not surjective, while
D : P → P (Df(x) = f ′(x)) is surjective but not injective.

Next we have the following important characterization of injectivity and
surjectivity.

Proposition 1.3.8. Assume V and W are finite dimensional and A : V →
W is linear. Then

(1.3.12) A surjective ⇐⇒ AB = IW , for some B ∈ L(W,V ),

and

(1.3.13) A injective ⇐⇒ CA = IV , for some C ∈ L(W,V ).

Proof. Clearly AB = I ⇒ A surjective and CA = I ⇒ A injective. We
establish the converses.

First assume A : V → W is surjective. Let {w1, . . . , wℓ} be a basis of
W . Pick vj ∈ V such that Avj = wj . Set

(1.3.14) B(a1w1 + · · ·+ aℓwℓ) = a1v1 + · · ·+ aℓvℓ.

This works in (1.3.12).

Next assume A : V → W is injective. Let {v1, . . . , vk} be a basis of V .
Set wj = Avj . Then {w1, . . . , wk} is linearly independent, hence a basis of
R(A), and we then can produce a basis {w1, . . . , wk, u1, . . . , um} of W . Set

(1.3.15) C(a1w1 + · · ·+ akwk + b1u1 + · · ·+ bmum) = a1v1 + · · ·+ akvk.

This works in (1.3.13). �

An m× n matrix A defines a linear transformation A : Fn → Fm, as in
(1.2.3)–(1.2.5). The columns of A are

(1.3.16) aj =

a1j
...

amj

 .

As seen in §1.2,

(1.3.17) Aej = aj ,

where e1, . . . , en is the standard basis of Fn. Hence

(1.3.18) R(A) = linear span of the columns of A,

so

(1.3.19) R(A) = Fm ⇐⇒ a1, . . . , an span Fm.
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Furthermore,

(1.3.20) A
( n∑
j=1

cjej

)
= 0 ⇐⇒

n∑
j=1

cjaj = 0,

so

(1.3.21) N (A) = 0 ⇐⇒ {a1, . . . , an} is linearly independent.

We have the following conclusion, in case m = n.

Proposition 1.3.9. Let A be an n×n matrix, defining A : Fn → Fn. Then
the following are equivalent:

(1.3.22)

A is invertible,

The columns of A are linearly independent,

The columns of A span Fn.

If (1.3.22) holds, then we denote the inverse of A by A−1. Compare
(1.2.27).

Exercises

1. Suppose {v1, . . . , vk} is a basis of V . Show that

w1 = v1, w2 = v1 + v2, . . . , wj = v1 + · · ·+ vj , . . . , wk = v1 + · · ·+ vk

is also a basis of V .

2. Let V be the space of polynomials in x and y of degree ≤ 10. Specify a
basis of V and compute dimV .

3. Let V be the space of polynomials in x of degree ≤ 5, satisfying p(−1) =
p(0) = p(1) = 0. Find a basis of V and give its dimension.

4. Using Euler’s formula

(1.3.23) eit = cos t+ i sin t,

show that {eit, e−it} and {cos t, sin t} are both bases for the same vector
space over C. (See the end of §3.7 for a proof of Euler’s formula.)

5. Denote the space of m× n matrices with entries in F (as in (1.2.5)) by

(1.3.24) M(m× n,F).
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If m = n, denote it by

(1.3.25) M(n,F).

Show that

dimM(m× n,F) = mn,

especially

dimM(n,F) = n2.

6. If V andW are finite dimensional vector spaces, n = dimV , m = dimW ,
what is dimL(V,W )?

Let V be a finite dimensional vector space, with linear subspaces W and X.
Recall the conditions under which V = W +X or V = W ⊕X, from §1.1.
Let {w1, . . . , wk} be a basis of W and {x1, . . . , xℓ} a basis of X.

7. Show that

V =W +X ⇐⇒ {w1, . . . , wk, x1, . . . , xℓ} spans V

V =W ⊕X ⇐⇒ {w1, . . . , wk, x1, . . . , xℓ} is a basis of V.

8. Show that

V =W +X =⇒ dimW + dimX ≥ dimV,

V =W ⊕X ⇐⇒W ∩X = 0 and dimW + dimX = dimV.

9. Produce variants of Exercises 7–8 involving V = V1 + · · · + Vn and
V = V1 ⊕ · · · ⊕ Vn, as in (1.1.25)–(1.1.26).

10. Let Vj be finite-dimensional vector spaces over F, and define V1⊕· · ·⊕Vn
as in (1.1.20)–(1.1.21). Show that

dimV1 ⊕ · · · ⊕ Vn = dimV1 + · · ·+ dimVn.

11. Let V be a vector space , W and X linear subspaces. Assume

n = dimV, k = dimW, ℓ = dimX.

Show that

dimW ∩X ≥ (k + ℓ)− n.

Hint. Define T :W⊕X → V by T (w, x) = w−x. Show thatW∩X ≈ N (T ).
Then apply the fundamental theorem of linear algebra.

12. Let W be a vector space over C, with basis {wj : 1 ≤ j ≤ n}. Denote
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by W the set W, with vector addition unchanged, but with multiplication
by a scalar a restricted to a ∈ R, so W is a vector space over R. Show that
{wj , iwj : 1 ≤ j ≤ n} is a basis of W . We write

dimCW = n, dimRW = 2n.

13. Let V be a finite-dimensional vector space over R. Assume we have
J ∈ L(V ) such that

J2 = −I.
Define the action of a+ ib ∈ C (with a, b ∈ R) on V by

(a+ ib) · v = av + bJv, v ∈ V.

Show that this yields a vector space over C. Call this complex vector space
V. Show that

dimC V = k =⇒ dimR V = 2k.

Remark. We say that J endows V with a complex structure.

14. Let V be a real vector space. We define VC to be V ⊕ V , consisting of
ordered pairs (u, v), with u, v ∈ V , and with multiplication by a complex
scalar a+ ib ∈ C given by

(a+ ib) · (u, v) = (au− bv, bu+ av).

Show that VC is a vector space over C. If we identify V ↪→ VC by u 7→ (u, 0),
we can write

(u, v) = u+ iv,

and the action of multiplication by a+ ib as

(a+ ib) · (u+ iv) = (au− bv) + i(bu+ av).

Show that
dimR V = n =⇒ dimC VC = n.

Finally, show that J ∈ L(V ⊕ V ), given by

J(u, v) = (v,−u),
produces the same conplex structure on VC as defined above.
Remark. We call VC the complexification of V .
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1.4. Matrix representation of a linear transformation

We show how a linear transformation

(1.4.1) T : V −→W

has a representation as an m × n matrix, with respect to a basis S =
{v1, . . . , vn} of V and a basis Σ = {w1, . . . , wm} of W . Namely, define
aij by

(1.4.2) Tvj =

m∑
i=1

aijwi, 1 ≤ j ≤ n.

The matrix representation of T with respect to these bases is then

(1.4.3) A =

a11 · · · a1n
...

...
am1 · · · amn

 .

Note that the jth column of A consists of the coefficients of Tvj , when this
is written as a linear combination of w1, . . . , wm. Compare (1.2.22).

If we want to record the dependence on the bases S and Σ, we can write

(1.4.4) A = MΣ
S (T ).

Equivalently given the isomorphism JS : Fn → V as in (3.2)–(3.3) (with n
instead of k) and its counterpart JΣ : Fm →W , we have

(1.4.5) A = MΣ
S (T ) = J −1

Σ TJS : Fn → Fm,

naturally identified with the matrix A as in (1.2.3)–(1.2.5).

The definition of matrix multiplication is set up precisely so that, if X
is a vector space with basis Γ = {x1, . . . xk} and U : X → V is linear, then
TU : X →W has matrix representation

(1.4.6) MΣ
Γ (TU) = AB, B = MS

Γ(U).

Indeed, if we complement (1.4.5) with

(1.4.7) B = J −1
S UJΓ = MS

Γ(U),

we have

(1.4.8) AB = (J −1
Σ TJS)(J −1

S UJΓ) = J −1
Σ (TU)JΓ.

As for the representation of AB as a matrix product, see the discussion
around (1.2.17)–(1.2.23).

For example, if

(1.4.9) T : V −→ V,
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and we use the basis S of V as above, we have an n× n matrix MS
S(T ). If

we pick another basis S̃ = {ṽ1, . . . , ṽn} of V , it follows from (1.4.6) that

(1.4.10) MS̃
S̃
(T ) = MS̃

S(I)MS
S(T )MS

S̃
(I).

Here

(1.4.11) MS
S̃
(I) = J −1

S J
S̃
= C = (cij),

where

(1.4.12) ṽj =

n∑
i=1

cijvi, 1 ≤ j ≤ n,

and we see (via (1.4.6)) that

(1.4.13) MS̃
S(I) = J −1

S̃
JS = C−1.

To rewrite (1.4.10), we can say that if A is the matrix representation of

T with respect to the basis S and Ã the matrix representation of T with

respect to the basis S̃, then

(1.4.14) Ã = C−1AC.

Remark. We say that n × n matrices A and Ã, related as in (1.4.14), are
similar.

Example. Consider the linear transformation

(1.4.15) D : P2 −→ P2, Df(x) = f ′(x).

With respect to the basis

(1.4.16) v1 = 1, v2 = x, v3 = x2,

D has the matrix representation

(1.4.17) A =

0 1 0
0 0 2
0 0 0

 ,

since Dv1 = 0, Dv2 = v1, and Dv3 = 2v2. With respect to the basis

(1.4.18) ṽ1 = 1, ṽ2 = 1 + x, ṽ3 = 1 + x+ x2,

D has the matrix representation

(1.4.19) Ã =

0 1 −1
0 0 2
0 0 0

 ,

since Dṽ1 = 0, Dṽ2 = ṽ1, and Dṽ3 = 1 + 2x = 2ṽ2 − ṽ1. The reader is
invited to verify (1.4.14) for this example.
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Exercises

1. Consider T : P2 → P2, given by T p(x) = x−1
∫ x
0 p(y) dy. Compute the

matrix representation B of T with respect to the basis (1.4.16). Compute
AB and BA, with A given by (1.4.17).

2. In the setting of Exercise 1, compute DT and T D on P2 and compare
their matrix representations, with respect to the basis (1.4.16), with AB
and BA.

3. In the setting of Exercise 1, take a ∈ R and define

(1.4.20) Tap(x) =
1

x− a

∫ x

a
p(y) dy, Ta : P2 −→ P2.

Compute the matrix representation of Ta with respect to the basis (1.4.16).

4. Compute the matrix representation of Ta, given by (1.4.20), with respect
to the basis of P2 given in (1.4.18).

5. Let A : C2 → C2 be given by

A =

(
1 1
−1 −1

)
(with respect to the standard basis). Find a basis of C2 with respect to
which the matrix representation of A is

Ã =

(
0 1
0 0

)
.

6. Let V = {a cos t+ b sin t : a, b ∈ C}, and consider

D =
d

dt
: V −→ V.

Compute the matrix representation ofD with respect to the basis {cos t, sin t}.

7. In the setting of Exercise 6, compute the matrix representation of D with
respect to the basis {eit, e−it}. (See Exercise 4 of §1.3.)
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1.5. Determinants and invertibility

Determinants arise in the study of inverting a matrix. To take the 2 × 2
case, solving for x and y the system

(1.5.1)
ax+ by = u,

cx+ dy = v

can be done by multiplying these equations by d and b, respectively, and sub-
tracting, and by multiplying them by c and a, respectively, and subtracting,
yielding

(1.5.2)
(ad− bc)x = du− bv,

(ad− bc)y = av − cu.

The factor on the left is

(1.5.3) det

(
a b
c d

)
= ad− bc,

and solving (1.5.2) for x and y leads to

(1.5.4) A =

(
a b
c d

)
=⇒ A−1 =

1

detA

(
d −b
−c a

)
,

provided detA ̸= 0.

We now consider determinants of n × n matrices. Let M(n,F) denote
the set of n× n matrices with entries in F = R or C. We write

(1.5.5) A =

a11 · · · a1n
...

...
an1 · · · ann

 = (a1, . . . , an),

where

(1.5.6) aj =

a1j...
anj


is the jth column of A. The determinant is defined as follows.

Proposition 1.5.1. There is a unique function

(1.5.7) ϑ :M(n,F) −→ F,

satisfying the following three properties:

(a) ϑ is linear in each column aj of A,

(b) ϑ(Ã) = −ϑ(A) if Ã is obtained from A by interchanging two columns,
(c) ϑ(I) = 1.



28 1. Vector spaces, linear transformations, and matrices

This defines the determinant:

(1.5.8) ϑ(A) = detA.

If (c) is replaced by

(c′) ϑ(I) = r,

then

(1.5.9) ϑ(A) = r detA.

The proof will involve constructing an explicit formula for detA by fol-
lowing the rules (a)–(c). We start with the case n = 3. We have

(1.5.10) detA =
3∑

j=1

aj1 det(ej , a2, a3),

by applying (a) to the first column of A, a1 =
∑

j aj1ej . Here and below,

{ej : 1 ≤ j ≤ n} denotes the standard basis of Fn, so ej has a 1 in the jth
slot and 0s elsewhere. Applying (a) to the second and third columns gives

(1.5.11)

detA =
3∑

j,k=1

aj1ak2 det(ej , ek, a3)

=
3∑

j,k,ℓ=1

aj1ak2aℓ3 det(ej , ek, eℓ).

This is a sum of 27 terms, but most of them are 0. Note that rule (b) implies

(1.5.12) detB = 0 whenever B has two identical columns.

Hence det(ej , ek, eℓ) = 0 unless j, k, and ℓ are distinct, that is, unless (j, k, ℓ)
is a permutation of (1, 2, 3). Now rule (c) says

(1.5.13) det(e1, e2, e3) = 1,

and we see from rule (b) that det(ej , ek, eℓ) = 1 if one can convert (ej , ek, eℓ)
to (e1, e2, e3) by an even number of column interchanges, and det(ej , ek, eℓ) =
−1 if it takes an odd number of interchanges. Explicitly,

(1.5.14)

det(e1, e2, e3) = 1, det(e1, e3, e2) = −1,

det(e2, e3, e1) = 1, det(e2, e1, e3) = −1,

det(e3, e1, e2) = 1, det(e3, e2, e1) = −1.
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Consequently (1.5.11) yields

(1.5.15)

detA = a11a22a33 − a11a32a23

+ a21a32a13 − a21a12a33

+ a31a12a23 − a31a22a13.

Note that the second indices occur in (1, 2, 3) order in each product. We can
rearrange these products so that the first indices occur in (1, 2, 3) order:

(1.5.16)

detA = a11a22a33 − a11a23a32

+ a13a21a32 − a12a21a33

+ a12a23a31 − a13a22a31.

In connection with (1.5.16), we mention one convenient method to com-
pute 3 × 3 determinants. Given A ∈ M(3,F), form a 3 × 5 rectangular
matrix by copying the first two columns of A on the right. The products
in (1.5.16) with plus signs are the products of each of the three downward
sloping diagonals marked in bold below:

(1.5.17)

a11 a12 a13 a11 a12
a21 a22 a23 a21 a22
a31 a32 a33 a31 a32

 .

The products in (1.5.16) with a minus sign are the products of each of the
three upward sloping diagonals marked in bold below:

(1.5.18)

a11 a12 a13 a11 a12
a21 a22 a23 a21 a22
a31 a32 a33 a31 a32

 .

This method can be regarded as an analogue of the method of computing
2× 2 determinants given in (1.5.3). However, there is not a straightforward
extension of this method to larger determinants.

We now tackle the case of general n. Parallel to (1.5.10)–(1.5.11), we
have

(1.5.19)

detA =
∑
j

aj1 det(ej , a2, . . . , an) = · · ·

=
∑

j1,...,jn

aj11 · · · ajnn det(ej1 , . . . ejn),

by applying rule (a) to each of the n columns of A. As before, (1.5.12)
implies det(ej1 , . . . , ejn) = 0 unless (j1, . . . , jn) are all distinct, that is, unless
(j1, . . . , jn) is a permutation of the set (1, 2, . . . , n). We set

(1.5.20) Sn = set of permutations of (1, 2, . . . , n).
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That is, Sn consists of elements σ, mapping the set {1, . . . , n} to itself,

(1.5.21) σ : {1, 2, . . . , n} −→ {1, 2, . . . , n},

that are one-to-one and onto. We can compose two such permutations,
obtaining the product στ ∈ Sn, given σ and τ in Sn. A permutation that
interchanges just two elements of {1, . . . , n}, say j and k (j ̸= k), is called
a transposition, and labeled (jk). It is easy to see that each permutation of
{1, . . . , n} can be achieved by successively transposing pairs of elements of
this set. That is, each element σ ∈ Sn is a product of transpositions. We
claim that

(1.5.22) det(eσ(1), . . . , eσ(n)) = (sgnσ) det(e1, . . . , en) = sgnσ,

where
(1.5.23)

sgnσ = 1 if σ is a product of an even number of transpositions,

− 1 if σ is a product of an odd number of transpositions.

In fact, the first identity in (1.5.22) follows from rule (b) and the second
identity from rule (c).

There is one point to be checked here. Namely, we claim that a given
σ ∈ Sn cannot simultaneously be written as a product of an even number
of transpositions and an odd number of transpositions. If σ could be so
written, sgnσ would not be well defined, and it would be impossible to
satisfy condition (b), so Proposition 1.5.1 would fail. One neat way to see
that sgnσ is well defined is the following. Let σ ∈ Sn act on functions of n
variables by

(1.5.24) (σf)(x1, . . . , xn) = f(xσ(1), . . . , xσ(n)).

It is readily verified that if also τ ∈ Sn,

(1.5.25) g = σf =⇒ τg = (τσ)f.

Now, let P be the polynomial

(1.5.26) P (x1, . . . , xn) =
∏

1≤j<k≤n

(xj − xk).

One readily has

(1.5.27) (σP )(x) = −P (x), whenever σ is a transposition,

and hence, by (1.5.25),

(1.5.28) (σP )(x) = (sgnσ)P (x), ∀σ ∈ Sn,

and sgnσ is well defined.
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The proof of (1.5.22) is complete, and substitution into (1.5.19) yields
the formula

(1.5.29) detA =
∑
σ∈Sn

(sgnσ)aσ(1)1 · · · aσ(n)n.

It is routine to check that this satisfies the properties (a)–(c). Regarding (b),

note that if ϑ(A) denotes the right side of (1.5.29) and Ã is obtained from A

by applying a permutation τ to the columns of A, so Ã = (aτ(1), . . . , aτ(n)),
then

(1.5.30)

ϑ(Ã) =
∑
σ∈Sn

(sgnσ)aσ(1)τ(1) · · · aσ(n)τ(n)

=
∑
σ∈Sn

(sgnσ)aστ−1(1)1 · · · aστ−1(n)n

=
∑
ω∈Sn

(sgnωτ)aω(1)1 · · · aω(n)n

= (sgn τ)ϑ(A),

the last identity because

(1.5.31) sgnωτ = (sgnω)(sgn τ), ∀ω, τ ∈ Sn.

As for the final part of Proposition 1.5.1, if (c) is replaced by (c′), then
(1.5.22) is replaced by

(1.5.32) ϑ(eσ(1), . . . , eσ(n)) = r(sgnσ),

and (1.5.9) follows.

Remark. Some authors take (1.5.29) as a definition of the determinant.
Our perspective is that, while (1.5.29) is a useful formula for the determi-
nant, it is a bad definition, indeed one that has perhaps led to a bit of fear
and loathing among math students.

Remark. Here is another formula for sgnσ, which the reader is invited to
verify. If σ ∈ Sn,

(1.5.33) sgnσ = (−1)κ(σ),

where

(1.5.34)
κ(σ) = number of pairs (j, k) such that 1 ≤ j < k ≤ n,

but σ(j) > σ(k).

Note that

(1.5.35) aσ(1)1 · · · aσ(n)n = a1τ(1) · · · anτ(n), with τ = σ−1,
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and sgnσ = sgnσ−1, so, parallel to (1.5.16), we also have

(1.5.36) detA =
∑
σ∈Sn

(sgnσ)a1σ(1) · · · anσ(n).

Comparison with (1.5.29) gives

(1.5.37) detA = detAt,

where A = (ajk) ⇒ At = (akj). Note that the jth column of At has the
same entries as the jth row of A. In light of this, we have:

Corollary 1.5.2. In Proposition 1.5.1, one can replace “columns” by “rows.”

The following is a key property of the determinant.

Proposition 1.5.3. Given A and B in M(n,F),

(1.5.38) det(AB) = (detA)(detB).

Proof. For fixed A, apply Proposition 1.5.1 to

(1.5.39) ϑ1(B) = det(AB).

If B = (b1, . . . , bn), with jth column bj , then

(1.5.40) AB = (Ab1, . . . , Abn).

Clearly rule (a) holds for ϑ1. Also, if B̃ = (bσ(1), . . . , bσ(n)) is obtained from

B by permuting its columns, then AB̃ has columns (Abσ(1), . . . , Abσ(n)),
obtained by permuting the columns of AB in the same fashion. Hence rule
(b) holds for ϑ1. Finally, rule (c′) holds for ϑ1, with r = detA, and (1.5.38)
follows. �

Corollary 1.5.4. If A ∈M(n,F) is invertible, then detA ̸= 0.

Proof. If A is invertible, there exists B ∈M(n,F) such that AB = I. Then,
by (1.5.38), (detA)(detB) = 1, so detA ̸= 0. �

The converse of Corollary 1.5.4 also holds. Before proving it, it is con-
venient to show that the determinant is invariant under a certain class of
column operations, given as follows.

Proposition 1.5.5. If Ã is obtained from A = (a1, . . . , an) ∈ M(n,F) by
adding caℓ to ak for some c ∈ F, ℓ ̸= k, then

(1.5.41) det Ã = detA.

Proof. By rule (a), det Ã = detA+ cdetAb, where Ab is obtained from A
by replacing the column ak by aℓ. Hence Ab has two identical columns, so
detAb = 0, and (1.5.41) holds. �
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We now extend Corollary 1.5.4.

Proposition 1.5.6. If A ∈ M(n,F), then A is invertible if and only if
detA ̸= 0.

Proof. We have half of this from Corollary 1.5.4. To finish, assume A is
not invertible. As seen in §1.3, this implies the columns a1, . . . , an of A are
linearly dependent. Hence, for some k,

(1.5.42) ak +
∑
ℓ̸=k

cℓaℓ = 0,

with cℓ ∈ F. Now we can apply Proposition 1.5.5 to obtain detA = det Ã,

where Ã is obtained by adding
∑
cℓaℓ to ak. But then the kth column of Ã

is 0, so detA = det Ã = 0. This finishes the proof of Proposition 1.5.6. �

Having seen the usefulness of the operation we called a column operation
in Proposition 1.5.5, let us pursue this, and list the following:

Column operations. For A ∈M(n,F), these include

(1.5.43)

interchanging two columns of A,

factoring a scalar c out of a column of A,

adding c times the ℓth column of A

to the kth column of A (ℓ ̸= k).

Of these operations, the first changes the sign of the determinant, by prop-
erty (b) of Proposition 1.5.1, the second factors a c out of the determinant,
by property (a) of Proposition 1.5.1, and the third leaves the determinant
unchanged, by Proposition 1.5.5. In light of Corollary 1.5.2, the same can
be said about the following:

Row operations. For A ∈M(n,F), these include

(1.5.44)

interchanging two rows of A,

factoring a scalar c out of a row of A,

adding c times the ℓth row of A to the kth row of A (ℓ ̸= k).
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We illustrate the application of row operations to the following 3 × 3
determinant:

(1.5.45)

det

0 3 5
2 4 6
3 5 8

 = −det

2 4 6
0 3 5
3 5 8


= −2 det

1 2 3
0 3 5
3 5 8


= −2 det

1 2 3
0 3 5
0 −1 −1

 .

From here, one can multiply the bottom row by 3 and add it to the middle
row, to get

(1.5.46) −2 det

1 2 3
0 0 2
0 −1 −1

 = −2 det

1 2 3
0 1 1
0 0 2

 ,

where for the last identity we have interchanged the last two rows and mul-
tiplied one by −1. The last matrix is an upper triangular matrix, and its
determinant is equal to the product of its diagonal elements, thanks to the
following result.

Proposition 1.5.7. Assume A ∈ M(n,F) is upper triangular, i.e., A has
the form (1.5.5) with

(1.5.47) ajk = 0 for j > k.

Then detA is the product of the diagonal entries, i.e.,

(1.5.48) detA = a11a22 · · · ann.

Proof. This follows from the formula (1.5.29) for detA, involving a sum
over σ ∈ Sn. The key observation is that if σ is a permutation of {1, . . . , n},
then

(1.5.49) either σ(j) = j for all j, or σ(j) > j for some j.

Hence, if (1.5.47) holds, every term in the sum (1.5.29) vanishes except the
term yielding the right side of (1.5.48). �

Remark. A second proof of Proposition 1.5.7 is indicated in Exercise 11
below.

Row operations and column operations have further applications, in-
cluding constructing the inverse of an invertible n× n matrix, constructing
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a basis of the range R(A), via column operations, and constructing a basis
of the null space N (A), via row operations, given A ∈M(m×n,F). Material
on this appears in §1.6.

Further useful facts about determinants arise in the following exercises.

Exercises

1. Compute the determinants of the following matrices.

A =

 1 0 1
0 2 0
−1 0 1

 , B =

1 1 1
2 3 4
3 4 5

 , C =

2 1 3
0 1 2
0 0 3

 .

2. Given the matrices A,B, and C in Exercise 1, compute

AB, AC, det(AB), det(AC).

Compare these determinant calculations with the identities

det(AB) = (detA)(detB), det(AC) = (detA)(detC),

using Proposition 1.5.3.

3. Which matrices in Exercise 1 are invertible?

4. Use row operations to compute the determinant of

M =


1 2 1 2
3 0 3 0
0 1 2 1
1 1 1 1

 .

5. Use column operations to compute the determinant of M in Exercise 4.

6. Use a combination of row and column operations to compute detM .

7. Show that

(1.5.50) det


1 a12 · · · a1n
0 a22 · · · a2n
...

...
...

0 an2 · · · ann

 = det


1 0 · · · 0
0 a22 · · · a2n
...

...
...

0 an2 · · · ann

 = detA11
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where A11 = (ajk)2≤j,k≤n.

Hint. Do the first identity using Proposition 1.5.5. Then exploit unique-
ness for det on M(n− 1,F).

8. Deduce that det(ej , a2, . . . , an) = (−1)j−1 detA1j where Akj is formed by
deleting the kth column and the jth row from A.

9. Deduce from the first sum in (1.5.19) that

(1.5.51) detA =

n∑
j=1

(−1)j−1aj1 detA1j .

More generally, for any k ∈ {1, . . . , n},

(1.5.52) detA =

n∑
j=1

(−1)j−kajk detAkj .

This is called an expansion of detA by minors, down the kth column.

10. Let ckj = (−1)j−k detAkj . Show that

(1.5.53)
n∑

j=1

ajℓckj = 0, if ℓ ̸= k.

Deduce from this and (1.5.52) that C = (cjk) satisfies

(1.5.54) CA = (detA)I.

Hint. Reason as in Exercises 7–9 that the left side of (1.5.53) is equal to

det (a1, . . . , aℓ, . . . , aℓ, . . . , an),

with aℓ in the kth column as well as in the ℓth column. The identity (1.5.54)
is known as Cramer’s formula. Note how this generalizes (1.5.4).

11. Give a second proof of Proposition 1.5.7, i.e.,

(1.5.55) det


a11 a12 · · · a1n

a22 · · · a2n
. . .

...
ann

 = a11a22 · · · ann,

using (1.5.50) and induction.

The next two exercises deal with the determinant of a linear transformation.



Exercises 37

Let V be an n-dimensional vector space, and

(1.5.56) T : V −→ V

a linear transformation. We would like to define

(1.5.57) detT = detA,

where A = MS
S(T ) for some basis S = {v1, . . . , vn} of V .

12. Suppose S̃ = {ṽ1, . . . , ṽn} is another basis of V . Show that

(1.5.58) detA = det Ã,

where Ã = MS̃
S̃
(T ). Hence (1.5.57) defines detT , independently of the

choice of basis of V .
Hint. Use (1.4.14) and (1.5.38).

13. If also U ∈ L(V ), show that

det(UT ) = (detU)(detT ).

Denseness of Gℓ(n,F) in M(n,F)

Given A ∈ M(n,F), we say A belongs to Gℓ(n,F) provided A is invertible.
By Proposition 1.5.6, this invertibility holds if and only if detA ̸= 0.

We say a sequence Aν of matrices in M(n,F) converges to A (Aν → A)
if and only if convergence holds for each entry: (aν)jk → ajk, for all j, k ∈
{1, . . . , n}. The following is a useful result.

Proposition 1.5.8. For each n, Gℓ(n,F) is dense in M(n,F). That is,
given A ∈M(n,F), there exist Aν ∈ Gℓ(n,F) such that Aν → A.

The following steps justify this.

14. Show that det : M(n,F) → F is continuous, i.e., Aν → A implies that
det(Aν) → detA.
Hint. detA is a polynomial in the entries of A.

15. Show that if A ∈ M(n,F), δ > 0, and B is not invertible for all
B ∈M(n,F) such that |bjk−ajk| < δ, for all j and k, then det :M(n,F) → F
vanishes for all such B.

16. Let p : Fk → F be a polynomial. Suppose there exists w ∈ F and δ > 0
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such that

z ∈ Fk, |wj − zj | < δ ∀ j ∈ {1, . . . , k} =⇒ p(z) = 0.

Show that p(z) is identically zero, for all z ∈ Fk.
Hint. Take q(z) = p(w + z), so q(z) = 0 provided |zj | < δ for all j. Show
that this implies all the coefficients of q vanish.

17. Using the results of Exercises 14–16, prove Proposition 1.5.8.

The Vandermonde
determinant

For n ≥ 2, the Vandermonde determinant is defined by

(1.5.59) Vn(x1, . . . , xn) = det


1 1 · · · 1
x1 x2 · · · xn
...

...
...

xn−1
1 xn−1

2 · · · xn−1
n

 .

We claim that

(1.5.60) Vn(x1, . . . , xn) =
∏

1≤j<k≤n

(xk − xj),

which, up to a sign, coincides with (1.5.26). We can prove this by induction
on n, starting at n = 2, where V2(x1, x2) = x2 − x1 is clear. To do the
induction step, it is convenient to change notation, and consider

(1.5.61) P (z) = Vn(a1, . . . , an−1, z) = det


1 1 · · · 1
a1 a2 · · · z
...

...
...

an−1
1 an−1

2 · · · zn−1

 ,

which is a polynomial in z of degree n− 1. Clearly P (aj) = 0 for each j, so

(1.5.62) P (z) = An−1

∏
1≤j<n

(z − aj),

where An−1 is the coefficient of zn−1 in P (z). Expansion of the determinant
in (1.5.61) by minors, down the nth column (cf. Exercise 9) yields

(1.5.63) An−1 = Vn−1(a1, . . . , an−1).
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Reversion to the notation of (1.5.59) then gives

(1.5.64) Vn(x1, . . . , xn) = Vn−1(x1, . . . , xn−1)
∏

1≤j<n

(xn − xj),

which readily yields the inductive proof of (1.5.60).

Exercise

1. Use the Lagrange interpolation formula, discussed in Proposition 1.2.1,
to derive a formula for the inverse of the Vandermonde matrix, whose de-
terminant is defined in (1.5.59), or equivalently of

(1.5.65) A =


1 x1 · · · xn−1

1

1 x2 · · · xn−1
2

...
...

...
1 xn · · · xn−1

n

 ,

given x1, . . . , xn distinct.
Hint. The columns of A have the form

(1.5.66)

pℓ(x1)...
pℓ(xn)

 , pℓ(x) = xℓ.

Relate this to the transformation ES , given by (1.2.28), with n replaced by
n− 1 and with S = {x1, . . . , xn}. The column in (1.5.66) is ESpℓ.
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1.6. Applications of row reduction and column reduction

In §1.5 we introduced row operations and column operations on an n × n
matrix, and examined their effect on determinants. Here we explore their
use in providing further important information on matrices. We also expand
the scope of these operations, to m× n matrices.

Let A ∈M(m× n,F) be as in (1.2.5),

(1.6.1) A =

a11 · · · a1n
...

...
am1 · · · amn

 , A : Fn → Fm.

It will be useful to supplement the representation ofA as an array of columns,

(1.6.2) A = (a1, . . . , an), aj =

a1j
...

amj

 ,

by a representation as an array of rows,

(1.6.3) A =

α1
...
αm

 , αj = (aj1, . . . , ajn).

Taking a cue from (1.5.44), we define the following row operations,

(1.6.4) ρσ, µc, εjkγ :M(m× n,F) −→M(m× n,F).

First,

(1.6.5) ρσ

α1
...
αm

 =

ασ(1)
...

ασ(m)

 , σ ∈ Sm.

Next,

(1.6.6) µc

α1
...
αm

 =

 c1α1
...

cmαm

 , c = (c1, . . . , cm), each cj ̸= 0.

Finally,

(1.6.7) εjkγ


α1
...
αj
...
αm

 =


α1
...

αj − γαk
...
αm

 , j ̸= k, γ ∈ F.
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We note that all these transformations are invertible, with inverses

(1.6.8) ρ−1
σ = ρσ−1 , µ−1

c = µc−1 , ε−1
jkγ = εjk,−γ ,

where c−1 = (c−1
1 , . . . , c−1

m ).

To illustrate the operations introduced in (1.6.4)–(1.6.7), we take

(1.6.9) A =

(
1 2
3 4

)
, σ(1) = 2, σ(2) = 1, c = (2,−1), jkγ = 121,

obtaining

(1.6.10) ρσ(A) =

(
3 4
1 2

)
, µc(A) =

(
2 4
−3 −4

)
, ε121(A) =

(
4 6
3 4

)
.

An important observation is that these row can be presented as left
multiplication by m×m matrices,

(1.6.11) ρσ(A) = PσA, µc(A) =McA, εjkγ(A) = EjkγA,

where Pσ,Mc, Ejkγ ∈M(m,F) are defined by

(1.6.12)

Pσ

 v1
...
vm

 =

 vσ(1)
...

vσ(m)

 Mc

 v1
...
vm

 =

 c1v1
...

cmvm

 ,

Ejkγ


v1
...
vj
...
vm

 =


v1
...

vj − γvk
...
vm

 ,

with v = (v1, . . . , vm)t ∈ Fm. To illustrate what these matrices are when
m = 2 and σ, c, and (j, k, γ) are as in (1.6.9), we then have

(1.6.13) Pσ =

(
0 1
1 0

)
, Mc =

(
2

−1

)
, E121 =

(
1 −1
0 1

)
.

Returning to generalities, parallel to (1.6.8), we have

(1.6.14) P−1
σ = Pσ−1 , M−1

c =Mc−1 , E−1
jkγ = Ejk,−γ .

If Ã ∈M(m×n,F) is obtained fromA ∈M(m×n,F) by a sequence of op-
erations of the form (1.6.4), we say that Ã is obtained from A by a sequence
of row operations. Since the m×m matrices Pσ,Mc, and Ejkγ in (1.6.11)–
(1.6.12) are all invertible, it follows that all the matrices ρσ(A), µc(A), and
εjkγ(A) have the same null space, N (A). This leads to the following.

Proposition 1.6.1. Applying a sequence of row operations to an m × n
matrix does not alter its null space.
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We have a parallel set of column operations,

(1.6.15) ρ̃σ, µ̃c, ε̃jkγ :M(m× n,F) −→M(m× n,F),

given by

(1.6.16)

ρ̃σ(A) = (aσ(1), . . . , aσ(m)), σ ∈ Sn,

µ̃c(A) = (c1a1, . . . , cnan), c = (c1, . . . , cn), all cj ̸= 0,

ε̃jkγ(a1, . . . , aj , . . . , an) = (a1, . . . , aj − γak, . . . , an), j ̸= k.

Note that

(1.6.17)
ρ̃σ(A) = ρσ(A

t)t, µ̃c(A) = µc(A
t)t,

ε̃jkγ(A) = εjkγ(A
t)t.

Consequently,

(1.6.18) ρ̃σ(A) = AP t
σ, µ̃c(A) = AM t

c , ε̃jkγ(A) = AEt
jkγ ,

with P t
σ,M

t
c , E

t
jkγ ∈ M(n,F), all invertible. It follows that all the matrices

in (1.6.18) have the same range, R(A), so we have the following counterpart
to Proposition 1.6.1.

Proposition 1.6.2. Applying a sequence of column operations to an m×n
matrix does not alter its range.

To utilize Propositions 1.6.1–1.6.2, we want to apply a sequence of row
operations (respectively, a sequence of column operations) that transform a
given matrix A into one that has a simpler form. When this is done, we say
that we are applying row reduction (respectively, column reduction) to A.
Here is one basic class of matrices amenable to such reductions.

Proposition 1.6.3. Let A ∈ M(n,F) be invertible. Then one can apply
a sequence of row operations to A that yield the n × n identity matrix I.
Similarly, one can apply a sequence of column operations to A that yield I.

Proof. Since A and At are simultaneously invertible, it suffices to deal with
column operations. As seen in §1.3, A is invertible if and only if its columns
a1, . . . , an form a basis of Fn. Thus we can write the first standard basis
element e1 of Fn as a linear combination,

e1 = c11a1 + · · ·+ c1nan.

If c11 ̸= 0, we can apply a sequence of column operations of the form ε̃1kγ
to turn the first column into be1, for some b ̸= 0, and then apply a column
operation to change b to 1. If c11 = 0 but c1k ̸= 0, one can apply a column
operation of the form ρ̃σ to interchange a1 and ak and proceed as before.
Repeating such steps next leads to putting e2 in the second column, and
ultimately leads to I.
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The corresponding passage from A to I via row operations is done sim-
ilarly. �

A little later we describe a more “algorithmic” approach to applying row
reductions, in the more general setting of m× n matrices.

Gaussian elimination

The following is an important application of row reduction to the com-
putation of matrix inverses.

Proposition 1.6.4. Let A ∈ M(n,F) be invertible, and apply a sequence
of row operations to A to obtain the identity matrix I. Then applying the
same sequence of row operations to I yields A−1.

Proof. Say you apply k row operations to A to get I. Applying the jth
such row operation amounts to applying a left multiplication by one of the
matrices given in (1.6.12) (here m = n); call it Sj . In other words,

(1.6.19) I = Sk · · ·S1A.
Consequently,

(1.6.20) Sk · · ·S1 = A−1,

and we have the proposition. �

Example. We take a 2 × 2 matrix A, write A and I side by side, and
perform the same sequence of row operations on each of these two matrices,
obtaining finally I and A−1 side by side.

(1.6.21)

A =

(
1 2
1 3

) (
1 0
0 1

)
(
1 2
0 1

) (
1 0
−1 1

)
(
1 0
0 1

) (
3 −2
−1 1

)
= A−1.

Remark. This method of constructing A−1 is called the method ofGaussian
elimination. The method of Gaussian elimination is much more efficient than
the use of Cramer’s formula (1.5.54) as a tool for computing matrix inverses,
though Cramer’s formula is a useful tool for understanding the nature of the
matrix inverse.

A related issue is that, for computing determinants of n × n matrices,
for n ≥ 4, it is computationally advantageous to utilize a sequence of row
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and/or column operations, rather than using the formula (1.5.29), which
contains n! terms.

Determinants and volumes

Here we will use Proposition 1.6.3 and its corollary (1.6.19) to derive the
following identity relating determinants and volumes.

Proposition 1.6.5. Let Ω ⊂ Rn be a bounded open set, and let A ∈M(n,R)
be invertible. Then

(1.6.22) Vol(A(Ω)) = |detA|Vol(Ω).

To say Ω is open is to say that, if x0 ∈ Ω, there exists ε > 0 such that
|x−x0| < ε⇒ x ∈ Ω. The set A(Ω) = {Ax : x ∈ Ω} is the image of Ω under
the map A : Rn → Rn. It is also an open subset of Rn.

To derive this result, we use (1.6.19) to write

(1.6.23) A = T1 · · ·Tk, Tj = S−1
j .

Each Tj ∈ M(n,R) is a matrix of the form listed in (1.6.12), with m = n,
i.e.,

(1.6.24)

Pσ(x1, . . . , xn)
t = (xσ(1), . . . , xσ(n))

t,

Mc(x1, . . . , xn)
t = (c1x1, . . . , cnxn)

t,

Ejkγ(x1, . . . , xn)
t = (x1, . . . , xj − γxk, . . . , xn),

with x = (x1, . . . , xn)
t ∈ Rn, σ ∈ Sn, and cj ∈ R \ 0. We have

(1.6.25) detPσ = sgn(σ) = ±1, detMc = c1 · · · cn, detEjkγ = 1.

By comparison, each transformation in (1.6.24) maps bounded open sets to
bounded open sets, and, if Ω is such a set, we have

(1.6.26)

Vol(Pσ(Ω)) = Vol(Ω),

Vol(Mc(Ω)) = |c1 · · · cn|Vol(Ω),
Vol(Ejkγ(Ω)) = Vol(Ω).

Comparing (1.6.25) and (1.6.26), and using the fact that

(1.6.27) detA = (detT1) · · · (detTk),
we have (1.6.22).

We have called the argument above a “derivation” of (1.6.22), rather
than a proof. We have not given a definition of Vol(Ω), and indeed such a
task is rightly part of a treatment of multivariable calculus. An approach
to such a definition would be to partition Ω into a countable collection of
“cells,” i.e., rectangular solids of the form R = I1 × · · · × In, a product
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Figure 1.6.1. Actions of Pσ and Mc on a cell

of bounded intervals Iν ⊂ R, such that two such cells would intersect only
along faces. We take the volume of R to be the product of the lengths of the
intervals Iν . Then we set Vol(Ω) to be the countable sum of the volumes of
the cells in such a partition. One faces the task of showing that Vol(Ω) is
then well defined, independently of the choice of such a partition.

Of the transformations listed in (1.6.24), the first two preserve the class
of rectangular solids, leading to the first two identities in (1.6.26). Such
actions (with n = 2) are illustrated in Figure 1.6.1, with σ interchanging 1
and 2, and with c = (2, 1/2).

On the other hand, the transformations Ejkγ map rectangular solids to
more general sorts of parallelepipeds, so some further argument is needed to
show these maps preserve volume. In such a case, one can partition a cell
R into smaller cells, on each of which Ejkγ is approximately a translation,
and then make a limiting argument. See Figure 1.6.2 for an illustration of
the action of E12γ .

The identity (1.6.22) is the first step in an important change of variable
formula for multidimensional integrals, which goes as follows. Let O and Ω
be open sets in Rn, and let F : O → Ω be a bijective map. Assume F and
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Figure 1.6.2. Action of E12γ on a cell

its inverse F−1 : Ω → O are both continuously differentiable. Let DF (x)
denote the n× n matrix

(1.6.28) DF (x) =

(
∂fj
∂xk

)
,

where F = (f1, . . . , fn). The formula is

(1.6.29)

∫
Ω

u(x) dx =

∫
O

u(F (x))|detDF (x)| dx.

Such an identity is established first for u continuous and supported on a
closed, bounded set K ⊂ Ω, then for Riemann integrable u supported on
such K in Chapter 3 of [24], and more generally for all Lebesgue integrable
u : Ω → R in Chapter 7 of [29].
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Row echelon forms and column echelon forms

We now describe more systematically how to apply a sequence of row
reductions to an m× n matrix A ∈ M(m× n,F), producing what is called
a reduced row echelon form of A.

To start, given such A, we aim to apply row operations to it to obtain
a matrix with 1 in the (1, 1) slot and zeros in the rest of the first column,
if possible (but only if possibie). This can be done if and only if some row
of A has a nonzero first entry, or equivalently if and only if the first column
is not identically zero. (If the first column is zero, skip along to the next
step.) Say row j has a nonzero first entry. If this does not hold for j = 1,
switch row 1 and row j. (This is called a pivot.) Now divide (what is now)
row 1 by its first entry, so now the first entry of row 1 is 1. Re-notate, so
that, at this stage,

(1.6.30) Ã =


1 a12 · · · a1n
a21 a22 · · · a2n
...

...
am1 am2 · · · amn

 .

Now, for 2 ≤ j ≤ m, replace row j by this row minus aj1 times row 1. Again
re-notate, so at this stage we have

(1.6.31) Ã =


1 a12 · · · a1n
0 a22 · · · a2n
...

...
0 am2 · · · amn

 ,

unless the first column is 0. Note that the a22 in (1.6.31) is typically different
from the a22 in (1.6.30).

To proceed, look at rows 2 through m. The first entry of each of these
rows is now zero. If the second entry of each such row is 0, skip to the next
step. On the other hand, if the second entry of the jth row is nonzero, (and
j is the smallest such index) proceed as follows. If j > 2, switch row 2 and
row j (this is also called a pivot). Now the second entry of row 2 is nonzero.
Divide row 2 by this quantity, so now the second entry of row 2 is 1. Then,
for each j ≠ 2, replace row j, i.e., (aj1, . . . , ajn), by that row minus aj2 times
row 2. At this stage, we have

(1.6.32) Ã =


1 0 · · · a1n
0 1 · · · a2n
...

...
0 0 · · · amn

 .
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This assumes that the first column of the original A was not 0 and the

second column of the matrix Ã in (1.6.31) (below the first entry) was not
zero. Otherwise, make the obvious adjustments. For example, if we achieve
(1.6.31) but the second entry of the jth column in (1.6.31) is 0 for each
j ≥ 2, then, instead of (1.6.32), we have

(1.6.33) Ã =


1 a12 · · · a1n
0 0 · · · a2n
...

...
...

0 0 · · · amn

 .

Continue in this fashion. When done, the matrix Ã, obtained from the
original A in (1.6.1), is said to be in reduced row echelon form. The jth

row of the final matrix Ã has a 1 as its first nonzero entry (if the row is not
identically zero), and the position of the initial 1 moves to the right as j
increases. Also, each such initial 1 occurs in a column with no other nonzero
entries.

Here is an example of a sequence of row reductions.

(1.6.34)

A =

1 2 0 1
2 4 2 4
1 2 1 2

 , Ã1 =

1 2 0 1
0 0 2 2
0 0 1 1

 ,

Ã2 =

1 2 0 1
0 0 1 1
0 0 0 0

 .

For this example, A : R4 → R3. It is a special case of Proposition 1.6.2
that the three matrices in (1.6.34) all have the same null space. Clearly

(x, y, z, w)t belongs to N (Ã2) if and only if

x = −2y − w and z = −w.

Thus we can pick y and w arbitrarily and determine x and z uniquely.

It follows that dimN (Ã2) = 2. Picking, respectively, y = 1, w = 0 and
y = 0, w = 1 gives

(1.6.35)


−2
1
0
0

 ,


−1
0
−1
1


as a basis of N (A), for A in (1.6.34).

More generally, suppose A is an m×n matrix, as in (1.6.1), and suppose

it has a reduced row echelon form Ã. Of the m rows of Ã, assume that µ of
them are nonzero, with 1 as the leading nonzero element, and assume that
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m−µ of the rows of Ã are zero. Hence the row rank of Ã is µ. It follows that

the column rank of Ã is also µ, so R(Ã) has dimension µ. Consequently

(1.6.36) dimN (Ã) = n− µ,

so of course dimN (A) = n − µ. To determine N (Ã) explicitly, it is con-

venient to make the following construction. Permute the columns of Ã to
obtain

(1.6.37) B̃ = ρ̃σ(Ã) =

(
I Y
0 0

)
,

where I is the µ× µ identity matrix and Y is a µ× (n− µ) matrix,

(1.6.38) Y =

y1,µ+1 · · · y1,n
...

...
yµ,µ+1 · · · yµ,n

 .

Since

(1.6.39)

(
I Y
0 0

)(
u

v

)
=

(
u+ Y v

0

)
,

we see that an isomorphism of Fn−µ with N (B̃) is given by

(1.6.40) Z : Fn−µ ≈−→ N (B̃) ⊂ Fn, Zv =

(
−Y v
v

)
.

Now, by (1.6.32),

(1.6.41) ρ̃σ(Ã) = ÃP t
σ,

so

(1.6.42) N (A) = N (Ã) = (P t
σ)

−1N (B̃) = (P t
σ)

−1Z(Fn−µ).

Note that each Pσ is an orthogonal matrix, so

(1.6.43) (P t
σ)

−1 = Pσ,

and we conclude that

(1.6.44) PσZ : Fn−µ ≈−→ N (A).

Note that, in the setting of (1.6.34), the construction in (1.6.37) becomes

(1.6.45) B̃ =

1 0 2 1
0 1 0 1
0 0 0 0

 , so Y =

(
2 1
0 1

)
.

The reader can check the essential equivalence of (1.6.44) and (1.6.35) in
this case.

The systematic approach to row reduction described above is readily
adapted to column reduction. Indeed, column reduction of a matrix B
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can be achieved by taking A = Bt, row reducing A, and then taking the
transpose of the result. In particular, taking the transpose of the reduced
row echelon form of A yields the reduced column echelon form of B. Of
course, one need not actually take transposes; simply use column operations
instead of row operations. From the reduced column echelon form of B one
can read off a basis of R(B).

Here is an example, related to (1.6.34) by taking transposes:

(1.6.46) B =


1 2 1
2 4 2
0 2 1
1 4 2

 , B̃1 =


1 0 0
2 0 0
0 2 1
1 2 1

 , B̃2 =


1 0 0
2 0 0
0 1 0
1 1 0

 .

Here, B̃2 is a reduced column echelon form of B. We read off from B̃2 that

(1.6.47) R(B) = Span
{

1
2
0
1

 ,


0
0
1
1

}.
LU-factorization

We turn to the application of row reduction to the problem of taking a
matrix A ∈M(n,F) and writing it as

(1.6.48) A = LU,

where L ∈M(n,F) is lower triangular and U ∈M(n,F) is upper triangular.
When this can be done, it is called an LU-factorization of A. Here is a
condition that guarantees the existence of such a factorization.

Proposition 1.6.6. Take A ∈M(n,F). Assume that A can be transformed
to an upper triangular matrix U via a sequence of row operations of the form

(1.6.49) εjkγ , j > k, γ ∈ F.

Then A has a factorization of the form (1.6.48), with L lower triangular.

Proof. As we have seen, for B ∈M(n,F),

(1.6.50) εjkγ(B) = EjkγB,

with Ejkγ as in (1.6.12) (with m = n). An examination of this matrix shows
that

(1.6.51) Ejkγ is lower triangular, if j > k.

We deduce that, under the hypothesis of Proposition 1.6.6,

(1.6.52) U = Sℓ · · ·S1A,
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where each Sν has the form (1.6.51). As seen in (1.6.14), E−1
jkγ = Ejk,−γ so

each matrix S−1
ν is also lower triangular. We thus have (1.6.48), with

(1.6.53) L = S−1
1 · · ·S−1

ℓ .

�

Here is a specific class of matrices to which Proposition 1.6.6 applies.

Proposition 1.6.7. Take A ∈ M(n,F) and for ℓ ∈ {1, . . . , n} let A(ℓ)

denote the ℓ× ℓ matrix forming the upper left corner of A, i.e.,

(1.6.54) A(1) = (a11), A(2) =

(
a11 a12
a21 a22

)
, . . . , A(n) = A.

Assume each A(ℓ) is invertible, i.e.,

(1.6.55) detA(ℓ) ̸= 0 for 1 ≤ ℓ ≤ n.

Then Proposition 1.6.6 applies, so A has an LU-factorization (1.6.48).

Proof. We start with the hypothesis that a11 ̸= 0. Then we apply a se-
quence of row operations of the form

εj1γ , j > 1, γ = a−1
11 aj1,

to clear out all the elements of the first column of A below a11. This yields
a sequence of row operations of the form (1.6.49) that take A to A1, and the
first column of A1 has a11 as its only nonzero element.

Before proceeding, we make the following useful observation.

Lemma. If A ∈M(n,F), then applying a row operation of the form (1.6.49)

leaves each quantity detA(ℓ) invariant.
Proof. Exercise.

To proceed, the hypothesis detA(ℓ) ̸= 0, together with the lemma, im-
plies that the 22-entry of A1 is nonzero. Thus we can apply a sequence of
row operations of the form εj2γ , with j > 2 and γ = a−1

22 aj2, to clear out
all the entries of the second column below the second one. Thus we have
a further sequence of row operations of the form (1.6.49), taking A1 to A2,
and the first two columns of A2 are zero below the diagonal. Also all the
upper-left blocks of A2 have the same determinant as do those of A. In
particular, if n ≥ 3 and detA(3) ̸= 0, the 33-entry of A2 is nonzero.

Continuing, we see that Proposition 1.6.6 is applicable, under the hy-
potheses of Proposition 1.6.7, so we have the LU-factorization (1.6.48). �
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Sometimes when the condition given in Proposition 1.6.7 fails for A, it
can be restored by permuting the rows of A. Then the condition holds for
PA, where P is a permutation matrix (i.e., of the form Pσ). Then we have

(1.6.56) PA = LU.

Obtaining this is called LU-factorization with partial pivoting. We have the
following result.

Proposition 1.6.8. If A ∈M(n,F) is invertible, then one can permute its
rows to obtain a matrix to which Proposition 1.6.7 applies.

Proof. It suffices to show that a permutation of the rows of A produces a
matrix B for which B(n−1) is invertible, since then an inductive argument
finishes the proof.

Now invertibility of A implies its rows α1, . . . , αn are linearly indepen-
dent n-vectors. With αj = (aj1, . . . , ajn), set

α′
j = (aj1, . . . , aj,n−1),

so αj = (α′
j , ajn). Then {α′

1, . . . , α
′
n} spans Fn−1, so some subset forms a

basis; this subset must have n− 1 elements. A permutation that makes the
first n − 1 elements a basis then induces a permutation of the rows of A,
yielding B with the desired property. �

We have discussed how row operations applied to A ∈ M(n,F) allow
for convenient calculations of detA and of A−1 (when A is invertible). The
LU factorization (1.6.48), or more generally (1.6.56), also lead to relatively
efficient calculations of these objects. For one, detL and detU are simply the
products of the diagonal entries of these matrices. Furthermore, computing
L−1 amounts to solving

(1.6.57)

L11
...

. . .

Ln1 · · · Lnn


v1...
vn

 =

w1
...
wn

 ,

i.e., to solving

(1.6.58)

L11v1 = w1,

L21v1 + L22v2 = w2,

...
...

Ln1v1 + · · ·+ Lnnvn= wn.

One takes v1 = w1/L11, plugs this into the second equation and solves for
v2, and proceeds iteratively. Inversion of U is done similarly.
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Suppose A ∈ M(n,F) is invertible and has an LU -factorization, as in
(1.6.48). We consider the extent to which such a factorization is unique. In
fact,

(1.6.59) A = L1U1 = L2U2

implies

(1.6.60) L−1
2 L1 = U2U

−1
1 .

Now the left side of (1.6.60) is lower triangular and the right side is upper
triangular. Hence both sides are diagonal. This leads to the following variant
of (1.6.48):

(1.6.61) A = L0DU0,

where D is diagonal, L0 is lower triangular, U0 is upper triangular, and both
L0 and U0 have only 1s on the diagonal. If A is invertible and has the form
(1.6.48), one easily writes L = L0Dℓ and U = DrU0, and achieves (1.6.61)
with D = DℓDr. Then an argument parallel to (1.6.59)–(1.6.60) shows that
the factorization (1.6.61) is unique.

This uniqueness has further useful consequences. Suppose A = (ajk) ∈
M(n,F) is invertible and symmetric, i.e. A = At, or equivalently ajk = akj ,
and A has the form (1.6.61). Applying the transpose gives A = At = U t

0DL
t
0,

which is another factorization of the form (1.6.61). Uniqueness implies L0 =
U t
0, so

(1.6.62) A = At = L0DL
t
0.

Similarly, suppose A is invertible and self-adjoint, i.e., A = A∗, or ajk = akj
(see §3.2), and A has the form (1.6.61). Taking the adjoint of (1.6.61) yields
A = A∗ = U∗

0D
∗L∗

0, and now uniqueness implies L0 = U∗
0 and D = D∗ (i.e.,

D is real), so

(1.6.63) A = A∗ = L0DL
∗
0, D real.
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Exercises

1. Use Gaussian elimination to compute the inverse of the following matrix.

X =

1 1 1
2 1 1
3 0 1

 .

2. Construct a reduced row echelon form for each of the following matrices.

A =

1 1 1
2 1 0
3 2 1

 , B =

1 2 3
1 1 2
1 0 1

 .

3. Construct a basis of the null space of each of the matrices in Exercise 2.

4. Construct a reduced column echelon form for each of the matrices in
Exercise 2.

5. Construct a basis of the range of each of the matrices in Exercise 2.

6. Construct an LU-factorization of the matrix X in Exercise 1. Construct
the inverse of each factor, and use this to obtain another calculation of X−1.

7. Apply the method of Gaussian elimination to compute A−1, for

A =

(
c −s
s c

)
, c, s ∈ (−1, 1), c, s ̸= 0, c2 + s2 = 1.

Use this calculation to derive the identity(
c s
−s c

)
=M(1/c,1)E12,−sM(1/s,1)E211M(s,c).

Explain the relevance of this identity to the issue of how the transformation
A affects areas of planar domains.

8. Let A,B ∈ M(n,F) and assume A is invertible. Show that if you apply
a sequence of row reductions to A, taking it to I, and then apply the same
sequence of row operations to B, it takes

B to A−1B.



Chapter 2

Eigenvalues,
eigenvectors, and
generalized
eigenvectors

Eigenvalues and eigenvectors provide a powerful tool with which to under-
stand the structure of a linear transformation on a finite-dimensional vector
space. Give A ∈ L(V ), if v ∈ V is nonzero and Av = λv, we say v is an
eigenvector of A, with eigenvalue λ. This concept motivates us to bring in
the eigenspace

(2.0.1) E(A, λ) = {v ∈ V : (A− λI)v = 0}.

This is nonzero if and only if A− λI is not invertible, i.e., if and only if

(2.0.2) KA(λ) = det(λI −A) = 0.

The polynomial KA(λ) is called the characteristic polynomial of A. A key
result called the Fundamental Theorem of Algebra (presented in Appendix
A.1) implies it has complex roots.

One application of results on eigenvalues and eigenvectors arises in the
study of first-order systems of differential equations of the form

(2.0.3)
dx

dt
= Ax,

55
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for x(t) ∈ V, A ∈ L(V ). A fruitful attack involves seeking solutions of the
form

(2.0.4) x(t) = eλtv,

with v ∈ V, λ ∈ C. Applying d/dt to both sides yields the equation

(2.0.5) eλtAv = λeλtv,

and dividing by eλt shows that we have a solution of (2.0.3) if and only if
v ∈ E(A, λ). We can hence obtain solutions to (2.0.3), in the form of linear
combinations of solutions of the type (2.0.4), with arbitrary initial data,
if and only if each vector in V can be written as a linear combination of
eigenvectors of A.

This illustrates a natural problem: given A ∈ L(V ), when does V have
a basis of eigenvectors of A? Consider the following three examples:

(2.0.6) A =

1 0 1
0 1 0
1 0 1

 , B =

1 0 −1
0 1 0
1 0 1

 , C =

1 0 −1
0 1 0
1 0 −1

 .

Methods developed in §2.1 will show that C3 has a basis of eigenvectors for
A, and it has a basis of eigenvectors for B, but it does not have a basis of
eigenvectors for C.

To delve further into the structure of a linear transformation A ∈ L(V ),
we look at generalized eigenvectors of A, associated to the eigenvalue λ, i.e.,
to nonzero elements of the generalized eigenspace

(2.0.7) GE(A, λ) = {v ∈ V : (A− λI)kv = 0, for some k ∈ N}.

In §2.2 we show that if V is a finite-dimensional complex vector space and
A ∈ L(V ), then V has a basis consisting of generalized eigenvectors of A.

One can also use generalized eigenvectors of A to obtain solutions to
(2.0.3), of a form a little more complicated than (2.0.4). We take this up in
§3.7.

The restriction N of A−λI toW = GE(A, λ) yields N ∈ L(W ) satisfying

(2.0.8) Nk = 0.

We say N is nilpotent. In §2.3 we analyze nilpotent transformations as
precisely those linear transformations that can be put in strictly upper tri-
angular form, with respect to an appropriate choice of basis. This, combined
with results of §2.2, implies that each A ∈ L(V ) can be put in upper trian-
gular form (with the eigenvalues on the diagonal), with respect to a basis of
generalized eigenvectors, whenever V is a finite-dimensional complex vector
space.
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In §2.4 we show that if N ∈ L(W ) is nilpotent and dimW <∞, then W
has a basis with respect to which the matrix form of N consists of blocks,
each block being a matrix of all 0s, except for a string of 1s right above the
diagonal, e.g., such as

(2.0.9)


0 1 0 0

0 1 0
0 1

0

 .

In concert with results of §2.3, this establishes a Jordan canonical form for
each A ∈ L(V ), whenever V is a finite-dimensional complex vector space.
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2.1. Eigenvalues and eigenvectors

Let T : V → V be linear. If there is a nonzero v ∈ V such that

(2.1.1) Tv = λjv,

for some λj ∈ F, we say λj is an eigenvalue of T , and v is an eigenvector.
Let E(T, λj) denote the set of vectors v ∈ V such that (2.1.1) holds. It is
clear that E(T, λj) is a linear subspace of V and

(2.1.2) T : E(T, λj) −→ E(T, λj).

The set of λj ∈ F such that E(T, λj) ̸= 0 is denoted Spec(T ). Clearly λj ∈
Spec(T ) if and only if T −λjI is not injective, so, if V is finite dimensional,

(2.1.3) λj ∈ Spec(T ) ⇐⇒ det(λjI − T ) = 0.

We call KT (λ) = det(λI − T ) the characteristic polynomial of T .

If F = C, we can use the fundamental theorem of algebra, which says
every non-constant polynomial with complex coefficients has at least one
complex root. (See Appendix A.1 for a proof of this result.) This proves
the following.

Proposition 2.1.1. If V is a finite-dimensional complex vector space and
T ∈ L(V ), then T has at least one eigenvector in V .

Remark. If V is real and KT (λ) does have a real root λj , then there is a
real λj-eigenvector.

Sometimes a linear transformation has only one eigenvector, up to a
scalar multiple. Consider the transformation A : C3 → C3 given by

(2.1.4) A =

2 1 0
0 2 1
0 0 2

 .

We see that det(λI −A) = (λ− 2)3, so λ = 2 is a triple root. It is clear that

(2.1.5) E(A, 2) = Span{e1},

where e1 = (1, 0, 0)t is the first standard basis vector of C3.

If one is given T ∈ L(V ), it is of interest to know whether V has a basis
of eigenvectors of T . The following result is useful.

Proposition 2.1.2. Assume that the characteristic polynomial of T ∈ L(V )
has k distinct roots, λ1, . . . , λk, with eigenvectors vj ∈ E(T, λj), 1 ≤ j ≤ k.
Then {v1, . . . , vk} is linearly independent. In particular, if k = dimV , these
vectors form a basis of V .
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Proof. We argue by contradiction. If {v1, . . . , vk} is linearly dependent,
take a minimal subset that is linearly dependent and (reordering if necessary)
say this set is {v1, . . . , vm}, with Tvj = λjvj , and

(2.1.6) c1v1 + · · ·+ cmvm = 0,

with cj ̸= 0 for each j ∈ {1, . . . ,m}. Applying T − λmI to (6.6) gives

(2.1.7) c1(λ1 − λm)v1 + · · ·+ cm−1(λm−1 − λm)vm−1 = 0,

a linear dependence relation on the smaller set {v1, . . . , vm−1}. This contra-
diction proves the proposition. �

See Figure 2.1.1 for an illustration of the action of the transformation

(2.1.8) A : R2 −→ R2, A =

(
3 −1
−1 3

)
,

with two distinct eigenvalues, and associated eigenvectors

(2.1.9) λ1 = 2, λ2 = 4, v1 =
1√
2

(
1

1

)
, v2 =

1√
2

(
1

−1

)
.

We also display the circle x2 + y2 = 1, and its image under A. Compare
Figure 1.2.1.

For contrast, we consider the linear transformation

(2.1.10) A : R2 −→ R2, A =

(
1 −2
2 −1

)
,

whose eigenvalues λ± are purely imaginary and whose eigenvectors v± are
not real:

(2.1.11) λ± = ±i
√
3, v± =

1

2
√
2

(
1± i

√
3

2

)
.

We can write

(2.1.12) v− = u0 + iu1, u0 =
1

2
√
2

(
1

2

)
, u1 =

1

2
√
2

(
−
√
3

0

)
,

and capture the behavior of A as

(2.1.13) Au0 =
√
3u1, Au1 = −

√
3u0.

See Figure 2.1.2 for an illustration. This figure also displays the ellipse

(2.1.14) γ(t) = (cos t)u0 + (sin t)u1, 0 ≤ t ≤ 2π,

and its image under A.

For another contrast, we look at the transformation

(2.1.15) A : R2 −→ R2, A =

(
3 −1
1 1

)
,
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Figure 2.1.1. Behavior of the linear transformation A in (2.1.8), with
two distinct real eigenvalues

for which λ = 2 is a double eigenvalue. We have

(2.1.16) A− 2I =

(
1 −1
1 −1

)
, E(A, 2) = Span{v1}, v1 =

1√
2

(
1

1

)
.

Figure 2.1.3 illustrates the action of this transformation on R2. It displays
the unit circle x2 + y2 = 1, containing v1, and the image of this circle under
the map A (the ellipse) and under the map 2I (the larger circle). These two
image curves intersect at 4 points, ±Av1 and ±Aw, where

(2.1.17) w =

√
9

10

(
−1/3

1

)
.

Thus this figure illustrates that there is not an eigenvector of A that is
linearly independent of v1.

Further information on when T ∈ L(V ) yields a basis of eigenvectors,
and on what one can say when it does not, will be given in the following
sections.
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Figure 2.1.2. Action of the linear transformation (2.1.10) on R2, with
purely imaginary eigenvalues, and eigenvectors v± = u0 ∓ iu1

Exercises

1. Compute the eigenvalues and eigenvectors of each of the following matri-
ces.

(
0 1
1 0

)
,

(
0 −1
1 0

)
,

(
0 1
0 0

)
,(

1 1
0 0

)
,

(
1 i
i 1

)
,

(
i i
0 1

)
.

In which cases does C2 have a basis of eigenvectors?
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Figure 2.1.3. Action of the transformation (2.1.15) on R2, with a dou-
ble eigenvalue and one-dimensional eigenspace

2. Compute the eigenvalues and eigenvectors of each of the following matri-
ces.  0 −1 1

1 0 −2
−1 2 0

 ,

1 0 1
0 −1 0
1 0 1

 .

3. Let A ∈ M(n,C). We say A is diagonalizable if and only if there exists
an invertible B ∈M(n,C) such that B−1AB is diagonal:

B−1AB =

λ1 . . .

λn

 .
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Show that A is diagonalizable if and only if Cn has a basis of eigenvectors
of A.
Recall from (1.4.14) that the matrices A and B−1AB are said to be similar.

4. More generally, if V is an n-dimensional complex vector space, we say
T ∈ L(V ) is diagonalisable if and only if there exists invertible B : Cn → V
such that B−1TB is diagonal, with respect to the standard basis of Cn.
Formulate and establish the natural analogue of Exercise 3.

5. In the setting of (2.1.1)–(2.1.2), given S ∈ L(V, V ), show that

ST = TS =⇒ S : E(T, λj) → E(T, λj).

6. Let A ∈ M(n,C), and assume A is not invertible, so 0 ∈ Spec(A). Show
that there exists δ > 0 such that if λ ̸= 0 but |λ| < δ, then A − λI is
invertible. Use this to deduce that Gℓ(n,C) is dense in M(n,C). Similarly
deduce that Gℓ(n,R) is dense inM(n,R). Compare the proof of Proposition
1.5.8 indicated in §1.5.

7. Given A ∈ M(n,C), let the roots of the characteristic polynomial of A
be {λ1, . . . , λn}, repeated according to multiplicity, so

det(λI −A) =

n∏
k=1

(λ− λk).

Show that this is also given by

det(λI −A) =
n∑

k=0

(−1)kσk(λ1, . . . , λn)λ
n−k,

where σ0(λ1, . . . , λn) = 1, and, for 1 ≤ k ≤ n,

σk(λ1, . . . , λn) =
∑

1≤j1<···<jk≤n

λj1 · · ·λjk .

The polynomials σk are called the elementary symmetric polynomials.

8. If A,B ∈ M(n,C), B invertible, and D = B−1AB, show that, for all
k ∈ N,

Dk = B−1AkB.

9. Let A denote the first matrix in Exercise 2. Diagonalize A and use this
to compute

A100.
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10. Let M ∈M(m+ n,C) have the form

M =

(
A C
0 B

)
, A ∈M(n,C), B ∈M(m,C).

Show that
detM = (detA)(detB),

and, more generally, for λ ∈ C,
det(M − λI) = det(A− λI) · det(B − λI).

11. Find the eigenvalues and eigenvectors of

M =


0 −1 1 0
1 0 0 1
0 0 0 1
0 0 1 0

 .
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2.2. Generalized eigenvectors and the minimal polynomial

As we have seen, the matrix

(2.2.1) A =

2 1 0
0 2 1
0 0 2


has only one eigenvalue, 2, and, up to a scalar multiple, just one eigenvector,
e1. However, we have

(2.2.2) (A− 2I)2e2 = 0, (A− 2I)3e3 = 0.

Generally, if T ∈ L(V ), we say a nonzero v ∈ V is a generalized λj-
eigenvector if there exists k ∈ N such that

(2.2.3) (T − λjI)
kv = 0.

We denote by GE(T, λj) the set of vectors v ∈ V such that (2.2.3) holds, for
some k, and call it the generalized eigenspace. It is clear that GE(T, λj) is
a linear subspace of V and

(2.2.4) T : GE(T, λj) −→ GE(T, λj).

The following is a useful comment.

Lemma 2.2.1. For each λj ∈ F such that GE(T, λj) ̸= 0,

(2.2.5) T − µI : GE(T, λj) −→ GE(T, λj) is an isomorphism, ∀µ ̸= λj .

Proof. If T − µI is not an isomorphism in (2.2.5), then Tv = µv for some
nonzero v ∈ GE(T, λj). But then (T − λjI)

kv = (µ − λj)
kv for all k ∈ N,

and hence this cannot ever be zero, unless µ = λj . �

Note that if V is a finite-dimensional complex vector space, then each
nonzero space appearing in (2.2.4) contains an eigenvector, by Proposition
2.1.1. Clearly the corresponding eigenvalue must be λj . In particular, the
set of λj for which GE(T, λj) is nonzero coincides with Spec(T ), as given in
(2.1.3).

We intend to show that if V is a finite-dimensional complex vector space
and T ∈ L(V ), then V is spanned by generalized eigenvectors of T . One
tool in this demonstration will be the construction of polynomials p(λ) such
that p(T ) = 0. Here, if

(2.2.6) p(λ) = anλ
n + an−1λ

n−1 + · · ·+ a1λ+ a0,

then

(2.2.7) p(T ) = anT
n + an−1T

n−1 + · · ·+ a1T + a0I.

Let us denote by P the space of polynomials in λ.
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Lemma 2.2.2. If V is finite dimensional and T ∈ L(V ), then there exists
a nonzero p ∈ P such that p(T ) = 0.

Proof. If dimV = n, then dimL(V ) = n2, so {I, T, . . . , Tn2} is linearly
dependent. �

Let us set

(2.2.8) IT = {p ∈ P : p(T ) = 0}.

We see that I = IT has the following properties:

(2.2.9)
p, q ∈ I =⇒ p+ q ∈ I,

p ∈ I, q ∈ P =⇒ pq ∈ I.

A set I ⊂ P satisfying (2.2.9) is called an ideal. Here is another construction
of a class of ideals in P. Given {p1, . . . , pk} ⊂ P, set

(2.2.10) I(p1, . . . , pk) = {p1q1 + · · ·+ pkqk : qj ∈ P}.

We will find it very useful to know that all nonzero ideals in P, including
IT , have the following property.

Lemma 2.2.3. Let I ⊂ P be a nonzero ideal, and let p1 ∈ I have minimal
degree amongst all nonzero elements of I. Then

(2.2.11) I = I(p1).

Proof. Take any p ∈ I. We divide p1(λ) into p(λ) and take the remainder,
obtaining

(2.2.12) p(λ) = q(λ)p1(λ) + r(λ).

Here q, r ∈ P, hence r ∈ I. Also r(λ) has degree less than the degree of
p1(λ), so by minimality we have r ≡ 0. This shows p ∈ I(p1), and we have
(2.2.11). �

Applying this to IT , we denote by mT (λ) the polynomial of smallest
degree in IT (having leading coefficient 1), and say

(2.2.13) mT (λ) is the minimal polynomial of T.

Thus every p ∈ P such that p(T ) = 0 is a multiple of mT (λ).

Assuming V is a complex vector space of dimension n, we can apply the
fundamental theorem of algebra to write

(2.2.14) mT (λ) =

K∏
j=1

(λ− λj)
kj ,
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with distinct roots λ1, . . . , λK . The following polynomials will also play
a role in our study of the generalized eigenspaces of T . For each ℓ ∈
{1, . . . ,K}, set

(2.2.15) pℓ(λ) =
∏
j ̸=ℓ

(λ− λj)
kj =

mT (λ)

(λ− λℓ)kℓ
.

We have the following useful result.

Proposition 2.2.4. If V is an n-dimensional complex vector space and
T ∈ L(V ), then, for each ℓ ∈ {1, . . . ,K},

(2.2.16) GE(T, λℓ) = R(pℓ(T )).

Proof. Given v ∈ V ,

(2.2.17) (T − λℓ)
kℓpℓ(T )v = mT (T )v = 0,

so pℓ(T ) : V → GE(T, λℓ). Furthermore, each factor

(2.2.18) (T − λj)
kj : GE(T, λℓ) −→ GE(T, λℓ), j ̸= ℓ,

in pℓ(T ) is an isomorphism, by Lemma 2.2.1, so pℓ(T ) : GE(T, λℓ) → GE(T, λℓ)
is an isomorphism. �

Remark. We hence see that each λj appearing in (2.2.14) is an element of
SpecT .

We now establish the following spanning property.

Proposition 2.2.5. If V is an n-dimensional complex vector space and
T ∈ L(V ), then

(2.2.19) V = GE(T, λ1) + · · ·+ GE(T, λK).

That is, each v ∈ V can be written as v = v1+ · · ·+vK , with vj ∈ GE(T, λj).

Proof. Let mT (λ) be the minimal polynomial of T , with the factorization
(2.2.14), and define pℓ(λ) as in (2.2.15), for ℓ = 1, . . . ,K. We claim that

(2.2.20) I(p1, . . . , pK) = P.

In fact we know from Lemma 7.3 that I(p1, . . . , pK) = I(p0) for some p0 ∈ P.
Then any root of p0(λ) must be a root of each pℓ(λ), 1 ≤ ℓ ≤ K. But these
polynomials are constructed so that no µ ∈ C is a root of all K of them.
Hence p0(λ) has no root so (again by the fundamental theorem of algebra)
it must be constant, i.e., 1 ∈ I(p1, . . . , pK), which gives (2.2.20), and in
particular we have that there exist qℓ ∈ P such that

(2.2.21) p1(λ)q1(λ) + · · ·+ pK(λ)qK(λ) = 1.
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We use this as follows to write an arbitrary v ∈ V as a linear combination
of generalized eigenvectors. Replacing λ by T in (2.2.21) gives

(2.2.22) p1(T )q1(T ) + · · ·+ pK(T )qK(T ) = I.

Hence, for any given v ∈ V ,

(2.2.23) v = p1(T )q1(T )v + · · ·+ pK(T )qK(T )v = v1 + · · ·+ vK ,

with vℓ = pℓ(T )qℓ(T )v ∈ GE(T, λℓ), by Proposition 2.2.4. �

We next produce a basis consisting of generalized eigenvectors.

Proposition 2.2.6. Under the hypotheses of Proposition 2.2.5, let GE(T, λℓ),
1 ≤ ℓ ≤ K, denote the generalized eigenspaces of T (with λℓ mutually dis-
tinct), and let

(2.2.24) Sℓ = {vℓ1, . . . , vℓ,dℓ}, dℓ = dimGE(T, λℓ),

be a basis of GE(T, λℓ). Then

(2.2.25) S = S1 ∪ · · · ∪ SK
is a basis of V .

Proof. It follows from Proposition 2.2.5 that S spans V . We need to show
that S is linearly independent. To show this it suffices to show that if wℓ

are nonzero elements of GE(T, λℓ), then no nontrivial linear combination can
vanish. The demonstration of this is just slightly more elaborate than the
corresponding argument in Proposition 2.1.2. If there exist such linearly
dependent sets, take one with a minimal number of elements, and rearrange
{λℓ}, to write it as {w1, . . . , wm}, so we have

(2.2.26) c1w1 + · · ·+ cmwm = 0,

and cj ̸= 0 for each j ∈ {1, . . . ,m}. As seen in Lemma 2.2.1,

(2.2.27) T − µI : GE(T, λℓ) −→ GE(T, λℓ) is an isomorphism, ∀ µ ̸= λℓ.

Take k ∈ N so large that (T − λmI)
k annihilates each element of the basis

Sm of GE(T, λm), and apply (T − λmI)
k to (2.2.26). Given (2.2.27), we

will obtain a non-trivial linear dependence relation involving m − 1 terms,
a contradiction, so the purported linear dependence relation cannot exist.
This proves Proposition 2.2.6. �

Example. Let us consider A : C3 → C3, given by

(2.2.28) A =

2 3 3
0 2 3
0 0 1

 .
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Then Spec(A) = {2, 1}, so mA(λ) = (λ − 2)a(λ − 1)b for some positive
integers a and b. Computations give

(2.2.29) (A− 2I)(A− I) =

0 3 9
0 0 0
0 0 0

 , (A− 2I)2(A− I) = 0,

hence mA(λ) = (λ− 2)2(λ− 1). Thus we have

(2.2.30) p1(λ) = λ− 1, p2(λ) = (λ− 2)2,

using the ordering λ1 = 2, λ2 = 1. As for qℓ(λ) such that (2.2.21) holds, a
little trial and error gives q1(λ) = −(λ− 3), q2(λ) = 1, i.e.,

(2.2.31) −(λ− 1)(λ− 3) + (λ− 2)2 = 1.

Note that

(2.2.32) A− I =

1 3 3
0 1 3
0 0 0

 , (A− 2I)2 =

0 0 6
0 0 −3
0 0 1

 .

Hence, by (2.2.16),
(2.2.33)

GE(A, 2) = Span


1
0
0

 ,

0
1
0

 , GE(A, 1) = Span


 6
−3
1

 .

Alternatively, in place of (2.2.16), we can use

(2.2.34) GE(A, 2) = N ((A− 2I)2), GE(A, 1) = N (A− I),

together with the calculations of A− I and (A− 2I)2 in (2.2.32) to recover
(2.2.33). See Exercise 8 below for a more general result.

Remark. In general, for A ∈ M(3,C), there are the following three possi-
bilities.

(I) A has 3 distinct eigenvalues, λ1, λ2, λ3. Then λj-eigenvectors vj , 1 ≤
j ≤ 3, span C3.

(II) A has 2 distinct eigenvalues, say λ1 (single) and λ2 (double). Then

(2.2.35) mA(λ) = (λ− λ1)(λ− λ2)
k, k = 1 or 2.

Whatever the value of k, p2(λ) = λ− λ1, and hence

(2.2.36) GE(A, λ2) = R(A− λ1I),

which in turn is the span of the columns of A− λ1I. We have

(2.2.37) GE(A, λ2) = E(A, λ2) ⇐⇒ k = 1.
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In any case, C3 = E(A, λ1)⊕ GE(A, λ2).

(III) A has a triple eigenvalue, λ1. Then Spec(A− λ1I) = {0}, and

(2.2.38) GE(A, λ1) = C3.

Compare results of the next section.

Exercises

1. Consider the matrices

A1 =

 1 0 1
0 2 0
−1 0 −1

 , A2 =

1 0 1
0 2 0
0 0 1

 , A3 =

1 2 0
3 1 3
0 −2 1

 .

Compute the eigenvalues and eigenvectors of each Aj .

2. Find the minimal polynomial of Aj and find a basis of generalized eigen-
vectors of Aj .

3. Consider the transformation D : P2 → P2 given by (1.4.15). Find the
eigenvalues and eigenvectors of D. Find the minimal polynomial of D and
find a basis of P2 consisting of generalized eigenvectors of D.

4. Suppose V is a finite dimensional complex vector space and T : V → V .
Show that V has a basis of eigenvectors of T if and only if all the roots of
the minimal polynomial mT (λ) are simple.

5. In the setting of (2.2.3)–(2.2.4), given S ∈ L(V ), show that

ST = TS =⇒ S : GE(T, λj) → GE(T, λj).

6. Show that if V is an n-dimensional complex vector space, S, T ∈ L(V ),
and ST = TS, then V has a basis consisting of vectors that are simultane-
ously generalized eigenvectors of T and of S.
Hint. Apply Proposition 2.2.6 to S : GE(T, λj) → GE(T, λj).

7. Let V be a complex n-dimensional vector space, and take T ∈ L(V ), with
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minimal polynomial mT (λ), as in (2.2.13). For ℓ ∈ {1, . . . ,K}, set

Pℓ(λ) =
mT (λ)

λ− λℓ
.

Show that, for each ℓ ∈ {1, . . . ,K}, there exists wℓ ∈ V such that vℓ =
Pℓ(T )wℓ ̸= 0. Then show that (T − λℓI)vℓ = 0, so one has a proof of
Proposition 2.1.1 that does not use determinants.

8. In the setting of Exercise 7, show that the exponent kj in (2.2.14) is the
smallest integer such that

(T − λjI)
kj annihilates GE(T, λj).

Hint. Review the proof of Proposition 2.2.4.

9. Show that Proposition 2.2.6 refines Proposition 2.2.5 to

V = GE(T, λ1)⊕ · · · ⊕ GE(T, λK).

10. Given A,B ∈M(n,C), define LA, RB :M(n,C) →M(n,C) by
LAX = AX, RBX = XB.

Show that if SpecA = {λj}, SpecB = {µk} (= SpecBt), then

GE(LA, λj) = Span{vwt : v ∈ GE(A, λj), w ∈ Cn},
GE(RB, µk) = Span{vwt : v ∈ Cn, w ∈ GE(Bt, µk)}.

Show that

GE(LA −RB, σ) = Span{vwt : v ∈ GE(A, λj), w ∈ GE(Bt, µk), σ = λj − µk}.

11. In the setting of Exercise 10, show that if A is diagonalizable, then
GE(LA, λj) = E(LA, λj). Draw analogous conclusions if also B is diagonal-
izable.

12. In the setting of Exercise 10, show that if SpecA = {λj} and SpecB =
{µk}, then

Spec(LA −RB) = {λj − µk}.
Deduce that if CA :M(n,C) →M(n,C) is defined by

CAX = AX −XA,

then
SpecCA = {λj − λk}.
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2.3. Triangular matrices and upper triangularization

We say an n× n matrix A = (ajk) is upper triangular if ajk = 0 for j > k,
and strictly upper triangular if ajk = 0 for j ≥ k. Similarly we have the
notion of lower triangular and strictly lower triangular matrices. Here are
two examples:

(2.3.1) A =

1 1 2
0 1 3
0 0 2

 , B =

0 1 2
0 0 3
0 0 0

 ;

A is upper triangular and B is strictly upper triangular; At is lower trian-
gular and Bt strictly lower triangular. Note that B3 = 0.

We say T ∈ L(V ) is nilpotent provided T k = 0 for some k ∈ N. The
following is a useful characterization of nilpotent transformations.

Proposition 2.3.1. Let V be a finite-dimensional complex vector space,
N ∈ L(V ). The following are equivalent:

N is nilpotent,(2.3.2)

Spec(N) = {0},(2.3.3)

There is a basis of V for which N is strictly upper triangular,(2.3.4)

There is a basis of V for which N is strictly lower triangular.(2.3.5)

Proof. The implications (2.3.4) ⇒ (2.3.2) and (2.3.5) ⇒ (2.3.2) are easy.
Also (2.3.4) implies the characteristic polynomial of N is λn (if n = dimV ),
which is equivalent to (2.3.3), and similarly (2.3.5) ⇒ (2.3.3). We need to
establish a couple more implications.

To see that (2.3.2) ⇒ (2.3.3), note that if Nk = 0 we can write

(2.3.6) (N − µI)−1 = − 1

µ

(
I − 1

µ
N
)−1

= − 1

µ

k−1∑
ℓ=0

1

µℓ
N ℓ,

whenever µ ̸= 0.

Next, given (2.3.3), N : V → V is not an isomorphism, so V1 = N(V )
has dimension ≤ n − 1. Now N1 = N |V1 ∈ L(V1) also has only 0 as an
eigenvalue, so N1(V1) = V2 has dimension ≤ n− 2, and so on. Thus Nk = 0
for sufficiently large k. We have (2.3.3) ⇒ (2.3.2). Now list these spaces as
V = V0 ⊃ V1 ⊃ · · · ⊃ Vk−1, with Vk−1 ̸= 0 but N(Vk−1) = 0. Pick a basis
for Vk−1, augment it as in Proposition 1.3.5 to produce a basis for Vk−2, and
continue, obtaining in this fashion a basis of V , with respect to which N is
strictly upper triangular. Thus (2.3.3) ⇒ (2.3.4). On the other hand, if we
reverse the order of this basis we have a basis with respect to which N is
strictly lower triangular, so also (2.3.3) ⇒ (2.3.5). The proof of Proposition
2.3.1 is complete. �
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Remark. Having proven Proposition 2.3.1, we see another condition equiv-
alent to (2.3.2)–(2.3.5):

(2.3.7) Nk = 0, ∀ k ≥ dimV.

Example. Consider

N =

0 2 0
3 0 3
0 −2 0

 .

We have

N2 =

 6 0 6
0 0 0
−6 0 −6

 , N3 = 0.

Hence we have a chain V = V0 ⊃ V1 ⊃ V2 as in the proof of Proposition
2.3.1, with

(2.3.8)

V2 = Span

 1
0
−1

 , V1 = Span


 1

0
−1

 ,

0
1
0

 ,

V0 = Span


 1

0
−1

 ,

0
1
0

 ,

1
0
0

 = Span{v1, v2, v3},

and we have

Nv1 = 0, Nv2 = −v1, Nv3 = 3v2,

so the matrix representation of N with respect to the basis {v1, v2, v3} is0 −1 0
0 0 3
0 0 0

 .

Generally, if A is an upper triangular n×n matrix with diagonal entries
d1, . . . , dn, the characteristic polynomial of A is

(2.3.9) det(λI −A) = (λ− d1) · · · (λ− dn),

by Proposition 1.5.7, so Spec(A) = {dj}. If d1, . . . , dn are all distinct it
follows that Fn has a basis of eigenvectors of A.

We can show that whenever V is a finite-dimensional complex vector
space and T ∈ L(V ), then V has a basis with respect to which T is upper
triangular. In fact, we can say a bit more. Recall what was established in
Proposition 2.2.6. If Spec(T ) = {λℓ : 1 ≤ ℓ ≤ K} and Sℓ = {vℓ1, . . . , vℓ,dℓ}
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is a basis of GE(T, λℓ), then S = S1 ∪ · · · ∪ SK is a basis of V . Now look
more closely at

(2.3.10) Tℓ : Vℓ −→ Vℓ, Vℓ = GE(T, λℓ), Tℓ = T
∣∣
Vℓ
.

The result (2.2.5) says Spec(Tℓ) = {λℓ}, i.e., Spec(Tℓ − λℓI) = {0}, so we
can apply Proposition 2.3.1. Thus we can pick a basis Sℓ of Vℓ with respect
to which Tℓ − λℓI is strictly upper triangular, hence in which Tℓ takes the
form

(2.3.11) Aℓ =

λℓ ∗
. . .

0 λℓ

 .

Then, with respect to the basis S = S1 ∪ · · · ∪SK , T has a matrix represen-
tation A consisting of blocks Aℓ, given by (2.3.11). It follows that

(2.3.12) KT (λ) = det(λI − T ) =
K∏
ℓ=1

(λ− λℓ)
dℓ , dℓ = dimVℓ.

This matrix representation also makes it clear that KT (T )|Vℓ
= 0 for each

ℓ ∈ {1, . . . ,K} (cf. (2.3.7)). This establishes the following result, known as
the Cayley-Hamilton theorem.

Proposition 2.3.2. If T ∈ L(V ), dimV <∞, and KT (λ) is its character-
istic polynomial, then

(2.3.13) KT (T ) = 0 on V.

Consequently,

(2.3.14) KT (λ) is a polynomial multiple of mT (λ).

Recall that mT (λ), the minimal polynomial of T , introduced in (2.2.14), has
the property that I(mT ) consists of all polynomials p(λ) such that p(T ) = 0.

We next use the upper triangularization process described above to prove
the following.

Proposition 2.3.3. If A,B ∈ M(n,C), then AB and BA have the same
eigenvalues, with the same multiplicity. Consequently,

dimGE(AB, λj) = dimGE(BA, λj).

Proof. An equivalent conclusion is

(2.3.15) det(AB − λI) = det(BA− λI), ∀λ ∈ C,

in light of (2.3.12). Now if B is invertible, we have AB = B−1(BA)B, so
AB and BA are similar, and (2.3.15) follows. However, if neither A nor B
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is invertible, an additional argument is needed. We proceed as follows. By
Proposition 1.5.8, we can find invertible Bν ∈ M(n,C) such that Bν → B
as ν → ∞. Then

(2.3.16) det(AB − λI) = lim
ν→∞

det(ABν − λI).

But for each ν, ABν and BνA are similar, so (2.3.16) is equal to

(2.3.17) lim
ν→∞

det(BνA− λI) = det(BA− λI),

so we have Proposition 2.3.3. �

Remark. From the hypotheses of Proposition 2.3.3 we cannot deduce that
AB and BA are similar. Here is a counterexample.

(2.3.18)

A =

(
0 1
0 1

)
, B =

(
0 1
0 0

)
=⇒ AB =

(
0 0
0 0

)
and BA =

(
0 1
0 0

)
.

Companion matrices

Given a polynomial p(λ) of degree n,

(2.3.19) p(λ) = λn + an−1λ
n−1 + · · ·+ a1λ+ a0, aj ∈ C,

one associates the following n× n matrix,

(2.3.20) A =


0 1 · · · 0 0
0 0 · · · 0 0
...

...
...

...
0 0 · · · 0 1

−a0 −a1 · · · −an−2 −an−1

 ,

with 1s above the diagonal and the negatives of the coefficients a0, . . . , an−1

of p(λ) along the bottom row. This is called the companion matrix of p(λ).
It has the following significant property.

Proposition 2.3.4. If p(λ) is a polynomial of the form (2.3.19), with com-
panion matrix A, given by (2.3.20), then

(2.3.21) p(λ) = det(λI −A).
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Proof. We look at

(2.3.22) λI −A =


λ −1 · · · 0 0
0 λ · · · 0 0
...

...
...

...
0 0 λ −1
a0 a1 · · · an−2 λ+ an−1

 ,

and compute its determinant by expanding by minors down the first column.
We see that

(2.3.23) det(λI −A) = λ det(λI − Ã) + (−1)n−1a0 detB,

where

(2.3.24)
Ã is the companion matrix of λn−1 + an−1λ

n−2 + · · ·+ a1,

B is lower triangular, with −1s on the diagonal.

By induction on n, we have det(λI− Ã) = λn−1+an−1λ
n−2+ · · ·+a1, while

the transpose of (1.5.55) implies detB = (−1)n−1. Substituting this into
(2.3.23) gives (2.3.21). �

Exercises

1. Consider

A1 =

(
1 2
2 1

)
, A2 =

0 0 −1
0 1 0
1 0 0

 , A3 =

1 2 3
2 1 2
3 2 1

 .

Compute the characteristic polynomial of each Aj and verify that these
matrices satisfy the Caley-Hamilton theorem, (2.3.13).

2. Let Pk denote the space of polynomials of degree ≤ k in x, and consider

D : Pk −→ Pk, Dp(x) = p′(x).

Show that Dk+1 = 0 on Pk and that {1, x, . . . , xk} is a basis of Pk with
respect to which D is strictly upper triangular.

3. Use the identity

(I −D)−1 =

k+1∑
ℓ=0

Dℓ, on Pk,
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to obtain a solution u ∈ Pk to

(2.3.25) u′ − u = xk.

4. Use the equivalence of (2.3.25) with

d

dx
(e−xu) = xke−x

to obtain a formula for ∫
xke−x dx.

5. The proof of Proposition 2.3.1 given above includes the chain of implica-
tions

(2.3.4) ⇒ (2.3.2) ⇔ (2.3.3) ⇒ (2.3.4).

Use Proposition 2.2.4 to give another proof that

(2.3.3) ⇒ (2.3.2).

6. Establish the following variant of Proposition 2.2.4. Let KT (λ) be the
characteristic polynomial of T , as in (2.3.12), and set

Pℓ(λ) =
∏
j ̸=ℓ

(λ− λj)
dj =

KT (λ)

(λ− λℓ)dℓ
.

Show that
GE(T, λℓ) = R(Pℓ(T )).

7. Show that, if λj is a root of det(λI −A) = 0 of multiplicity dj , then

dimGE(A, λj) = dj , and GE(A, λj) = N ((A− λjI)
dj ).

For a refinement of the latter identity, see Exercise 4 in the sext section.
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2.4. The Jordan canonical form

Let V be an n-dimensional complex vector space, and suppose T : V → V .
The following result gives the Jordan canonical form for T .

Proposition 2.4.1. There is a basis of V with respect to which T is repre-
sented as a direct sum of blocks of the form

(2.4.1)


λj 1

λj
. . .
. . . 1

λj

 .

These blocks are known as Jordan blocks. In light of Proposition 2.2.6
on generalized eigenspaces, together with Proposition 2.3.1 characterizing
nilpotent operators and the discussion around (2.3.10), to prove Proposition
2.4.1 it suffices to establish such a Jordan canonical form for a nilpotent
transformation N : V → V . (Then λj = 0.) We turn to this task.

Given v0 ∈ V , let m be the smallest integer such that Nmv0 = 0; m ≤ n.
Ifm = n, then {v0, Nv0, . . . , Nm−1v0} gives a basis of V puttingN in Jordan
canonical form, with one block of the form (2.4.1) (with λj = 0). In any
case, we call {v0, . . . , Nm−1v0} a Jordan string (or string, for short). To
obtain a Jordan canonical form for N , it will suffice to find a basis of V
consisting of a family of strings. We will establish that this can be done by
induction on dim V . This result is clear for dim V ≤ 1.

So, given a nilpotent N : V → V , we can assume inductively that
V1 = N(V ) has a basis that is a union of strings:

(2.4.2) {vj , Nvj , . . . , N ℓjvj}, 1 ≤ j ≤ d.

Furthermore, each vj has the form vj = Nwj for some wj ∈ V . Hence we
have the following strings in V :

(2.4.3) {wj , vj = Nwj , Nvj , . . . , N
ℓjvj}, 1 ≤ j ≤ d.

We claim that the vectors in (2.4.3) are linearly independent. To see this, we
apply N to a linear combination and invoke the independence of the vectors
in (2.4.2).

In more detail, suppose there is a linear dependence relation,

(2.4.4)

d∑
j=1

bjwj +

d∑
j=1

ℓj∑
ℓ=0

ajℓN
ℓvj = 0.
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Applying N yields

(2.4.5)

d∑
j=1

bjvj +

d∑
j=1

ℓj−1∑
ℓ=0

ajℓN
ℓ+1vj = 0.

This is a linear dependence relation among the vectors listed in (2.4.2), so

(2.4.6) bj = 0, ajℓ = 0, ∀ j ∈ {1, . . . , d}, ℓ ≤ ℓj − 1.

Hence (2.4.4) yields

(2.4.7)

d∑
j=1

aj,ℓjvj = 0,

again a linear dependence relation among vectors listed in (2.4.2), so

(2.4.8) aj,ℓj = 0, ∀ j ∈ {1, . . . , d},

and we have linear independence of all the vectors listed in (2.4.3).

To proceed, note that the vectors in

(2.4.9) {N ℓjvj : 1 ≤ j ≤ d}

all belong to N (N) and are linearly independent. If this set does not span
N (N), complete it to a basis of N (N), by adding

(2.4.10) {ξ1, . . . , ξν}.

We now claim that the vectors listed in (2.4.3) and (2.4.10) are linearly
independent. Indeed, suppose there is a linear dependence relation

(2.4.11)
ν∑

i=1

ciξi +
d∑

j=1

bjwj +
d∑

j=1

ℓj∑
ℓ=0

ajℓN
ℓvj = 0.

Applying N yields an identity of the form (2.4.5), which in turn yields
identities of the form (2.4.6). Hence (2.4.11) yields

(2.4.12)

ν∑
i=1

ciξi +

d∑
j=1

aj,ℓjN
ℓjvj = 0,

thus yielding

(2.4.13) ci = 0, ∀ i ∈ {1, . . . , ν}, aj,ℓj = 0, ∀ j ∈ {1, . . . , d},

since (2.4.9)–(2.4.10) form a basis of N (N). We have the asserted linear
independence of

(2.4.14) {wj , vj , . . . , N
ℓjvj}, 1 ≤ j ≤ d, {ξ1, . . . , ξν}.

Finally, we claim this is a basis of V .
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To see this, note that the number of vectors in (2.4.3) is dimR(N) + d,
while dimN (N) = d+ ν. Hence the number of vectors in (2.4.14) is

(2.4.15)
dimR(N) + d+ ν = dimR(N) + dimN (N)

= dimV.

Thus (2.4.14) yields a basis of V , and hence the strings (2.4.3) together with
{ξ1}, . . . , {ξν} form a string basis of V . This proves Proposition 2.4.1. �

There is some choice in producing bases putting T ∈ L(V ) in block form.
So we ask, in what sense is the Jordan form canonical? The answer is that
the sizes of the various blocks is independent of the choices made. To show
this, again it suffices to consider the case of a nilpotent N : V → V . Let
β(k) denote the number of blocks of size k × k in a Jordan decomposition
of N . Equivalently,

(2.4.16) β(k) = number of Jordan strings of length k,

in such a Jordan decomposition of N . Then

(2.4.17) β =
∑
k

β(k)

is the total number of Jordan blocks, and clearly

(2.4.18) β = dimN (N).

On the other hand, a direct inspection of the Jordan canonical form yields
the following.

Proposition 2.4.2. Let N ∈ L(V ) be nilpotent, dimV < ∞, and take a
string basis of V . If

(2.4.19) γ(k) = number of Jordan strings of length > k,

then

(2.4.20) γ(k) = dimN (Nk+1)− dimN (Nk).

To connect γ(k) with β(k), note that

(2.4.21) γ(k) =
∑
ℓ>k

β(ℓ),

so

(2.4.22) β(k) = γ(k − 1)− γ(k).



2.4. The Jordan canonical form 81

To illustrate the steps taken in the proof of Proposition 2.4.1, to treat
nilpotent N ∈ L(V ), we work through the following example. Take

(2.4.23) N =


0 1 1 1
0 0 0 0
0 0 0 1
0 0 0 0

 .

This matrix is strictly upper triangular, hence clearly nilpotent, but not in
Jordan canonical form. We seek a string basis. To start, we have

(2.4.24) R(N) = Span{e1, e3},

where {e1, . . . , e4} denotes the standard basis of C4. Note that

(2.4.25) N(e3) = e1, N(e1) = 0,

so {e3, e1} forms a string basis of R(N). Furthermore, e3 = N(e4 − e3), so

(2.4.26) {e4 − e3, e3, e1}

is a longer string in V = C4, as in (2.4.3). As noted above, e1 ∈ N (N).
Since R(N) is two-dimensional, so is N (N), and we can check that

(2.4.27) N (N) = Span{e1, e2 − e3}.

Consequently, a string basis of C4 consists of two strings:

(2.4.28) {e4 − e3, e3, e1} and {e2 − e3}.

If we set

(2.4.29) v4 = e2 − e3, v3 = e4 − e3, v2 = e3, v1 = e1,

then the matrix representation of N with respect to the basis {v1, v2, v3, v4}
is

(2.4.30) M =


0 1 0 0

0 1 0
0 0

0

 .

This is the Jordan canonical form for (2.4.23). There are two Jordan blocks:

(2.4.31)

0 1 0
0 1

0

 , and
(
0
)
.

Finally, one can calculate dimN (Nk) and check the formula (2.4.19)–(2.4.20)
against the size of the strings in (2.4.31).
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Exercises

1. Produce Jordan canonical forms for each of the following matrices.2 3 3
0 2 3
0 0 1

 ,

 1 0 1
0 2 0
−1 0 −1

 ,

1 2 0
3 1 3
0 −2 1

 ,

0 1 2
0 0 3
0 0 0

 .

2. Produce the Jordan canonical form for the companion matrix associated
with the polynomial p(λ) = λ(λ− 1)2.

3. In the setting of Exercise 2, take p(λ) = (λ− 1)3.

4. Assume A ∈M(n,C) and, for each λj ∈ SpecA, the largest Jordan block
of A, of the form (2.4.1), has size kj×kj . Show that the minimal polynomial
mA(λ) of A is

mA(λ) =
∏
j

(λ− λj)
kj ,

and that
GE(A, λj) = N

(
(A− λjI)

kj
)
.

Show that mA(λ) = KA(λ) (the characteristic polynomial) if and only if
each λj ∈ SpecA appears in only one Jordan block.

5. Guided by Exercises 2–3, formulate a conjecture about the minimal
polynomial and the Jordan normal form of a companion matrix. See if you
can prove it. Relate this to Exercise 11 in §3.7 (when you get to that).



Chapter 3

Linear algebra on inner
product spaces

Many important problems in linear algebra arise in the setting of vector
spaces equipped with an additional structure, an inner product, which gives
them metric properties familiar in Euclidean geometry. The first examples
are Euclidean spaces Rn, with the dot product, defined for vectors v =
(v1, . . . , vn) and w = (w1, . . . , wn) by

(3.0.1) v · w = v1w1 + · · ·+ vnwn.

On Cn one has a Hermitian inner product,

(3.0.2) (v, w) = v1w1 + · · ·+ vnwn.

More general inner products on finite-dimensional real or complex vector
spaces are introduced in §3.1. A norm is defined by

(3.0.3) ∥v∥2 = (v, v).

This in turn defines the distance between vectors v and w, as ∥v − w∥.
Results on the inner product lead to the triangle inequality,

(3.0.4) ∥v + w∥ ≤ ∥v∥+ ∥w∥.

We show that if V is an n-dimensional inner product space, it has an or-
thonormal basis {v1, . . . , vn}, i.e., a basis satisfying

(3.0.5) (vj , vk) = δjk.

Such a basis gives rise to an isomorphism of V with Rn or Cn (depending
on whether V is a real or a complex vector space), taking the inner product
on V to that on Fn given above.

83
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Inner products and norms on vector spaces give rise to norms on linear
transformations, both the operator norm ∥A∥ and the Hilbert-Schmidt norm
∥A∥HS. These norms satisfy triangle inequalities. As for compositions, we
have

(3.0.6) ∥AB∥ ≤ ∥A∥ · ∥B∥, ∥AB∥HS ≤ ∥A∥ · ∥B∥HS ≤ ∥A∥HS∥B∥HS,

as seen in §3.2. Also associated to a linear map A : V → W between inner
product spaces is the adjoint, A∗ :W → V , satisfying

(3.0.7) (Av,w) = (v,A∗w), ∀ v ∈ V, w ∈W.

There are several special classes of linear transformations on an inner
product space V , defined by the relation between such an operator A and
its adjoint A∗. We say A is self adjoint if A∗ = A, skew adjoint if A∗ = −A.
If A∗ = A−1, we say A is orthogonal if V is a real vector space, and unitary
if V is a complex vector space. We study these classes in §§3.3–3.4. We
show that in all these cases, V has an orthonormal basis of eigenvectors of
A, is V is complex. If V is a real vector space, it has an orthonormal basis
of eigenvectors of A when A is self adjoint, and special orthonormal bases
of a different sort (involving 2×2 blocks) if A is skew adjoint or orthogonal.

In §3.5 we establish a result of Schur: if V is a complex inner product
space of dimension n and A ∈ L(V ), then V has an orthonormal basis with
respect to which A is in upper triangular form. This has some of the flavor
of the upper triangularization result of §2.3, but there are also significant
differences, and the proofs are completely different. There follows in §3.6 a
result on polar decomposition: if A ∈ L(V ) is invertible, it can be factored
as

(3.0.8) A = KP,

with K unitary and P positive definite. This factorization is then extended
to a “singular value decomposition.”

In §3.7 we take up the matrix exponential. This arises to solve n × n
systems of differential equations,

(3.0.9)
dx

dt
= Ax, x(0) = v,

with A ∈ M(n,C), v ∈ Cn. We construct a solution to (3.0.9) as a power
series, yielding

(3.0.10) x(t) = etAv, etA =

∞∑
k=0

tk

k!
Ak.

Convergence of such a power series follows from operator norm estimates
established in §3.2, including (3.0.6). In Chapter 2 we noted that (3.0.9) is
solved by x(t) = etλv provided v is a λ-eigenvector of A, i.e., v ∈ E(A, λ),
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and we advertised an extension to more general v ∈ GE(A, λ) here. The
use of the matrix exponential provides a very natural approach to such a
formula.

Going in the opposite direction, we use the matrix exponential as a
tool to obtain a second proof that, if A ∈ M(n,C), then Cn has a basis of
generalized eigenvectors of A, a proof that is completely different from that
given in Chapter 2.

Section 3.8 deals with the discrete Fourier transform (DFT), which acts
on functions f : Z → C that are periodic of period n, or equivalently func-
tions on Z/(n), which consists of equivalence classes of integers “mod n.”
The translation operator Tf(k) = f(k + 1) is a unitary operator on this
space, and the DFT represents f in terms of an orthonormal basis of eigen-
vectors of T . The DFT diagonalizes an important class of operators known
as convolution operators. We describe the Fast Fourier Transform (FFT),
which in turn allows for a fast evaluation of convolution operators.
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3.1. Inner products and norms

Vectors in Rn have a dot product, given by

(3.1.1) v · w = v1w1 + · · ·+ vnwn,

where v = (v1, . . . , vn), w = (w1, . . . , wn). Then the norm of v, denoted
∥v∥, is given by

(3.1.2) ∥v∥2 = v · v = v21 + · · ·+ v2n.

The geometrical significance of ∥v∥ as the distance of v from the origin is a
version of the Pythagorean theorem. If v, w ∈ Cn, we use

(3.1.3) (v, w) = v · w = v1w1 + · · ·+ vnwn,

and then

(3.1.4) ∥v∥2 = (v, v) = |v1|2 + · · ·+ |vn|2;
here, if vj = xj + iyj , with xj , yj ∈ R, we have vj = xj − iyj , and |vj |2 =
x2j + y2j .

The objects (3.1.1) and (3.1.3) are special cases of inner products. Gener-
ally, an inner product on a vector space (over F = R or C) assigns to vectors
v, w ∈ V the quantity (v, w) ∈ F, in a fashion that obeys the following three
rules:

(a1v1 + a2v2, w) = a1(v1, w) + a2(v2, w),(3.1.5)

(v, w) = (w, v),(3.1.6)

(v, v) > 0, unless v = 0.(3.1.7)

If F = R, then (3.1.6) just means (v, w) = (w, v). Note that (3.1.5)–(3.1.6)
together imply

(3.1.8) (v, b1w1 + b2w2) = b1(v, w1) + b2(v, w2).

A vector space equipped with an inner product is called an inner product
space. Inner products arise naturally in various contexts. For example,

(3.1.9) (f, g) =

∫ b

a
f(x)g(x) dx

defines an inner product on C([a, b]). It also defines an inner product on P,
the space of polynomials in x. Different choices of a and b yield different
inner products on P. More generally, one considers inner products of the
form

(3.1.10) (f, g) =

∫ b

a
f(x)g(x)w(x) dx,

on various function spaces, where w is a positive, integrable “weight” func-
tion.
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Given an inner product on V , one says the object ∥v∥ defined by

(3.1.11) ∥v∥ =
√

(v, v)

is the norm on V associated with the inner product. Generally, a norm on
V is a function v 7→ ∥v∥ satisfying

∥av∥ = |a| · ∥v∥, ∀a ∈ F, v ∈ V,(3.1.12)

∥v∥ > 0, unless v = 0,(3.1.13)

∥v + w∥ ≤ ∥v∥+ ∥w∥.(3.1.14)

Here |a| denotes the absolute value of a ∈ F. The property (3.1.14) is called
the triangle inequality. A vector space equipped with a norm is called a
normed vector space.

If ∥v∥ is given by (3.1.11), from an inner product satisfying (3.1.5)–
(3.1.7), it is clear that (3.1.12)–(3.1.13) hold, but (3.1.14) requires a demon-
stration. Note that

(3.1.15)

∥v + w∥2 = (v + w, v + w)

= ∥v∥2 + (v, w) + (w, v) + ∥w∥2

= ∥v∥2 + 2Re (v, w) + ∥w∥2,
while

(3.1.16) (∥v∥+ ∥w∥)2 = ∥v∥2 + 2∥v∥ · ∥w∥+ ∥w∥2.
Thus to establish (3.1.14) it suffices to prove the following, known as Cauchy’s
inequality:

Proposition 3.1.1. For any inner product on a vector space V , with ∥v∥
defined by (3.1.11),

(3.1.17) |(v, w)| ≤ ∥v∥ ∥w∥, ∀ v, w ∈ V.

Proof. We start with

(3.1.18) 0 ≤ ∥v − w∥2 = ∥v∥2 − 2Re (v, w) + ∥w∥2,
which implies

(3.1.19) 2Re (v, w) ≤ ∥v∥2 + ∥w∥2, ∀ v, w ∈ V.

Replacing v by αv for arbitrary α ∈ F of absolute value 1 yields 2Reα(v, w) ≤
∥v∥2 + ∥w∥2. This implies

(3.1.20) 2|(v, w)| ≤ ∥v∥2 + ∥w∥2, ∀ v, w ∈ V.

Replacing v by tv and w by t−1w for arbitrary t ∈ (0,∞), we have

(3.1.21) 2|(v, w)| ≤ t2∥v∥2 + t−2∥w∥2, ∀ v, w ∈ V, t ∈ (0,∞).

If we take t2 = ∥w∥/∥v∥, we obtain the desired inequality (3.1.17). (This
assumes v and w are both nonzero, but (3.1.17) is trivial if v or w is 0.) �
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There are other norms on vector spaces besides those that are associated
with inner products. For example, on Fn, we have

(3.1.22) ∥v∥1 = |v1|+ · · ·+ |vn|, ∥v∥∞ = max
1≤k≤n

|vk|,

and many others, but we will not dwell on this here.

If V is a finite-dimensional inner product space, a basis {u1, . . . , un} of
V is called an orthonormal basis of V provided

(3.1.23) (uj , uk) = δjk, 1 ≤ j, k ≤ n,

i.e.,

(3.1.24) ∥uj∥ = 1, j ̸= k ⇒ (uj , uk) = 0.

(When (uj , , uk) = 0, we say uj and uk are orthogonal.) When (3.1.23) holds,
we have

(3.1.25)
v = a1u1 + · · ·+ anun, w = b1u1 + · · ·+ bnun

⇒ (v, w) = a1b1 + · · ·+ anbn.

It is often useful to construct orthonormal bases. The construction we now
describe is called the Gramm-Schmidt construction.

Proposition 3.1.2. Let {v1, . . . , vn} be a basis of V , an inner product space.
Then there is an orthonormal basis {u1, . . . , un} of V such that

(3.1.26) Span{uj : j ≤ ℓ} = Span{vj : j ≤ ℓ}, 1 ≤ ℓ ≤ n.

Proof. To begin, take

(3.1.27) u1 =
1

∥v1∥
v1.

Now define the linear transformation P1 : V → V by P1v = (v, u1)u1 and
set

(3.1.28) ṽ2 = v2 − P1v2 = v2 − (v2, u1)u1.

We see that (ṽ2, u1) = (v2, u1) − (v2, u1) = 0. Also ṽ2 ̸= 0 since u1 and v2
are linearly independent. Hence we set

(3.1.29) u2 =
1

∥ṽ2∥
ṽ2.

Inductively, suppose we have an orthonormal set {u1, . . . , um} with m <
n and (3.1.26) holding for 1 ≤ ℓ ≤ m. Then define Pm : V → V (the
orthogonal projection of V onto Span(u1, . . . , um)) by

(3.1.30) Pmv = (v, u1)u1 + · · ·+ (v, um)um,

and set

(3.1.31)
ṽm+1 = vm+1 − Pmvm+1

= vm+1 − (vm+1, u1)u1 − · · · − (vm+1, um)um.
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We see that

(3.1.32) j ≤ m⇒ (ṽm+1, uj) = (vm+1, uj)− (vm+1, uj) = 0.

Also, since vm+1 /∈ Span{v1, . . . , vm} = Span{u1, . . . , um}, it follows that
ṽm+1 ̸= 0. Hence we set

(3.1.33) um+1 =
1

∥ṽm+1∥
ṽm+1.

This completes the construction. �

Example. Take V = P2, with basis {1, x, x2}, and inner product given by

(3.1.34) (p, q) =

∫ 1

−1
p(x)q(x) dx.

The Gramm-Schmidt construction gives first

(3.1.35) u1(x) =
1√
2
.

Then

(3.1.36) ṽ2(x) = x,

since by symmetry (x, u1) = 0. Now
∫ 1
−1 x

2 dx = 2/3, so we take

(3.1.37) u2(x) =

√
3

2
x.

Next

(3.1.38) ṽ3(x) = x2 − (x2, u1)u1 = x2 − 1

3
,

since by symmetry (x2, u2) = 0. Now
∫ 1
−1(x

2 − 1/3)2 dx = 8/45, so we take

(3.1.39) u3(x) =

√
45

8

(
x2 − 1

3

)
.

See Figure 3.1.1 for graphs of these polynomials.
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Figure 3.1.1. Orthogonal polynomials

Exercises

1. Let V be a finite dimensional inner product space, and let W be a
linear subspace of V . Show that any orthonormal basis {w1, . . . , wk} of W
can be enlarged to an orthonormal basis {w1, . . . , wk, u1, . . . , uℓ} of V , with
k + ℓ = dimV .
Hint. First enlarge the basis of W to a basis of V . Then apply Gramm-
Schmidt.

2. As in Exercise 1, let V be a finite dimensional inner product space, and
let W be a linear subspace of V . Define the orthogonal complement

(3.1.40) W⊥ = {v ∈ V : (v, w) = 0, ∀w ∈W}.

Show that

(3.1.41) W⊥ = Span{u1, . . . , uℓ},
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in the context of Exercise 1. Deduce that

(3.1.42) (W⊥)⊥ =W.

3. In the context of Exercise 2, show that

dimV = n, dimW = k =⇒ dimW⊥ = n− k.

4. Take V and W as in Exercise 1, and let {w1, . . . , wk} be an orthonormal
basis of W . Define P ∈ L(V ) by

(3.1.43) Pv =

k∑
j=1

(v, wj)wj .

Show that

(3.1.44) P : V →W, P 2 = P, I − P : V →W⊥.

Show that the properties in (3.1.44) uniquely determine P , i.e., if Q ∈ L(V )
has these properties, then Q = P . In particular, P is independent of the
choice of orthonormal basis of W .
Hint. Write v = Pv + (I − P )v = Qv + (I −Q)v as

Pv −Qv = (I −Q)v − (I − P )v.

The left side is an element of W .
We call P the orthogonal projection of V onto W .

5. Construct an orthonormal basis of the (n− 1)-dimensional vector space

V =
{v1...

vn

 ∈ Rn : v1 + · · ·+ vn = 0
}
.

6. Take V = P2, with basis {1, x, x2}, and inner product

(p, q) =

∫ 1

0
p(x)q(x) dx,

in contrast to (3.1.34). Construct an orthonormal basis of this inner product
space.

7. Take V , with basis {1, cosx, sinx}, and inner product

(f, g) =

∫ π

0
f(x)g(x) dx.

Construct an orthonormal basis of this inner product space.
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8. Let A ∈ Gℓ(n,R) have columns a1, . . . , an ∈ Rn. Use the Gramm-Schmidt
construction to produce the orthonormal basis {q1, . . . , qn} of Rn such that
Span{a1, . . . , aj} = Span{q1, . . . , qj} for 1 ≤ j ≤ n. Denote by Q the matrix
with columns q1, . . . , qn. Show that

(3.1.45) A = QR,

where R is the upper triangular matrix

(3.1.46) R =


α11 α21 · · · αn1

α22 · · · αn2
...

αnn

 , αjk = (aj , qk).

This factorization is known as the QR factorization. See §3.4 for more. (We
will see that Q ∈ O(n).)
Hint. Show that

(3.1.47)

a1 = α11q1

a2 = α21q1 + α22q2

...

an = αn1q1 + · · ·+ αnnqn.

Exercises 9–12 make contact with topics in classical Euclidean geometry.

9. Recall that two vectors x, y ∈ Rn are orthogonal (we write x ⊥ y) if and
only if x · y = 0. Show that, for x, y ∈ Rn,

x ⊥ y ⇐⇒ ∥x+ y∥2 = ∥x∥2 + ∥y∥2.

10. Let e1, v ∈ Rn and assume ∥e1∥ = ∥v∥ = 1. Show that

e1 − v ⊥ e1 + v.

Hint. Expand (e1 − v) · (e1 + v).
See Figure 3.1.2 for the geometrical significance of this, when n = 2.

11. Let S1 = {x ∈ R2 : ∥x∥ = 1} denote the unit circle in R2, and set
e1 = (1, 0) ∈ S1. Pick a ∈ R such that 0 < a < 1, and set u = (1 − a)e1.
See Figure 3.1.3. Then pick

v ∈ S1 such that v − u ⊥ e1, and set b = ∥v − e1∥.
Show that

(3.1.48) b =
√
2a.
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Figure 3.1.2. Right triangle in a circle

Hint. Note that 1− a = u · e1 = v · e1, hence a = 1− v · e1.
Now expand b2 = (v − e1) · (v − e1).

12. Recall the approach to (3.1.48) in classical Euclidean geometry, using
similarity of triangles, leading to

a

b
=
b

2
.

What is the relevance of Exercise 10 to this?

Exercises 13–15 compare two different norms on a finite-dimensional vector
space. Let V be an n-dimensional vector space, with a norm ∥ · ∥.

13. Take a basis B = {u1, . . . , un} of V . Show that V has a unique inner
product ( , ) with respect to which B is an orthonormal basis of V . Denote
the associated norm by | · |, so

|v|2 = (v, v).
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Figure 3.1.3. Geometric construction of b =
√
2a

14. Set M = max{∥u1∥, . . . , ∥un∥}. Show that

∥v∥ ≤ nM |v|.

Hint. Start with v = c1u1 + · · ·+ cnun, cj = (v, uj), and apply the triangle
inequality to the resulting formula for ∥v∥. Note that

|cj | ≤ |v|.

15. This exercise treats the reverse inequality. It uses concepts developed
in Chapters 2–3 of [23]. The reader who has access to this text can fill in
the details of the following argument.

(a) Consider S = {x ∈ V : |x| = 1}. This is a compact subset of V .

(b) Consider

φ : S −→ R, φ(v) = ∥v∥.

It follows from Exercise 14 that φ is continuous.
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(c) By (a) and (b), φ assumes a minimum on S. Hence there exists w0 ∈ V
such that

|w0| = 1, and ∥w0∥ = min{∥v∥ : |v| = 1}.
(d) Since ∥ · ∥ is a norm, ∥w0∥ = α > 0. We deduce that, for all v ∈ V ,

|v| ≤ 1

α
∥v∥.
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3.2. Norm, trace, and adjoint of a linear transformation

If V and W are normed linear spaces and T ∈ L(V,W ), we define

(3.2.1) ∥T∥ = sup {∥Tv∥ : ∥v∥ ≤ 1}.

Equivalently, ∥T∥ is the smallest quantity K such that

(3.2.2) ∥Tv∥ ≤ K∥v∥, ∀ v ∈ V.

To see the equivalence, note that (10.2) holds if and only if ∥Tv∥ ≤ K for
all v such that ∥v∥ = 1. We call ∥T∥ the operator norm of T . If V and W
are finite dimensional, this norm is finite for all T ∈ L(V,W ). We will make
some specific estimates below when V and W are inner product spaces.

Note that if also S :W → X, another normed vector space, then

(3.2.3) ∥STv∥ ≤ ∥S∥ ∥Tv∥ ≤ ∥S∥ ∥T∥ ∥v∥, ∀ v ∈ V,

and hence

(3.2.4) ∥ST∥ ≤ ∥S∥ ∥T∥.

In particular, we have by induction that

(3.2.5) T : V → V =⇒ ∥Tn∥ ≤ ∥T∥n.

This will be useful when we discuss the exponential of a linear transforma-
tion, in §3.7.

We turn to the notion of the trace of a transformation T ∈ L(V ), given
dimV < ∞. We start with the trace of an n × n matrix, which is simply
the sum of the diagonal elements:

(3.2.6) A = (ajk) ∈M(n,F) =⇒ TrA =
n∑

j=1

ajj .

Note that if also B = (bjk) ∈M(n,F), then

(3.2.7)

AB = C = (cjk), cjk =
∑
ℓ

ajℓbℓk,

BA = D = (djk), djk =
∑
ℓ

bjℓaℓk,

and hence

(3.2.8) TrAB =
∑
j,ℓ

ajℓbℓj = TrBA.

Hence, if B is invertible,

(3.2.9) TrB−1AB = TrABB−1 = TrA.
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Thus if T ∈ L(V ), we can choose a basis S = {v1, . . . , vn} of V , if dimV = n,
and define

(3.2.10) TrT = TrA, A = MS
S(T ),

and (3.2.9) implies this is independent of the choice of basis.

Next we define the adjoint of T ∈ L(V,W ), when V and W are finite-
dimensional inner product spaces, as the transformation T ∗ ∈ L(W,V ) with
the property

(3.2.11) (Tv,w) = (v, T ∗w), ∀ v ∈ V, w ∈W.

If {v1, . . . , vn} is an orthonormal basis of V and {w1, . . . , wm} an orthonor-
mal basis of W , then

(3.2.12) A = (aij), aij = (Tvj , wi),

is the matrix representation of T , as in (1.4.2), and the matrix representation
of T ∗ is

(3.2.13) A∗ = (aji).

Now we define the Hilbert-Schmidt norm of T ∈ L(V,W ) when V and
W are finite-dimensional inner product spaces. Namely, we set

(3.2.14) ∥T∥2HS = TrT ∗T.

In terms of the matrix representation (3.2.12) of T , we have

(3.2.15) T ∗T = (bjk), bjk =
∑
ℓ

aℓjaℓk,

hence

(3.2.16) ∥T∥2HS =
∑
j

bjj =
∑
j,k

|ajk|2.

Equivalently, using an arbitrary orthonormal basis {v1, . . . , vn} of V , we
have

(3.2.17) ∥T∥2HS =
n∑

j=1

∥Tvj∥2.

If also {w1, . . . , wm} is an orthonormal basis of W , then

(3.2.18)

∥T∥2HS =
∑
j,k

|(Tvj , wk)|2 =
∑
j,k

|(vj , T ∗wk)|2

=
∑
K

∥T ∗wk∥2HS .

This gives ∥T∥HS = ∥T ∗∥HS . Also, the right side of (3.2.18) is clearly
independent of the choice of the orthonormal basis {v1, . . . , vn} of V . Of
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course, we already know that the right side of (3.2.14) is independent of
such a choice of basis.

Using (3.2.17), we can show that the operator norm of T is dominated
by the Hilbert-Schmidt norm:

(3.2.19) ∥T∥ ≤ ∥T∥HS .

In fact, pick a unit v1 ∈ V such that ∥Tv1∥ is maximized on {v : ∥v∥ ≤ 1},
extend this to an orthonormal basis {v1, . . . , vn}, and use

(3.2.20) ∥T∥2 = ∥Tv1∥2 ≤
n∑

j=1

∥Tvj∥2 = ∥T∥2HS .

Also we can dominate each term on the right side of (3.2.17) by ∥T∥2, so
(3.2.21) ∥T∥HS ≤

√
n∥T∥, n = dimV.

Another consequence of (3.2.17)–(3.2.19) is

(3.2.22) ∥ST∥HS ≤ ∥S∥ ∥T∥HS ≤ ∥S∥HS∥T∥HS ,

for S as in (3.2.3). In particular, parallel to (3.2.5), we have

(3.2.23) T : V → V =⇒ ∥Tn∥HS ≤ ∥T∥nHS .

Exercises

1. Suppose V and W are finite dimensional inner product spaces and T ∈
L(V,W ). Show that

T ∗∗ = T.

2. In the context of Exercise 1, show that

T injective ⇐⇒ T ∗ surjective.

More generally, show that

N (T ) = R(T ∗)⊥.

(See Exercise 2 of §3.1 for a discussion of the orthogonal complement W⊥.)

3. Say A is a k×n real matrix and the k columns are linearly independent.
Show that A has k linearly independent rows. (Similarly treat complex
matrices.)
Hint. The hypothesis is equivalent to A : Rk → Rn being injective. What
does that say about A∗ : Rn → Rk?
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4. If A is a k × n real (or complex) matrix, we define the column rank of A
to be the dimension of the span of the columns of A. We similarly define
the row rank of A. Show that the row rank of A is equal to its column rank.

Hint. Reduce this to showing dimR(A) = dimR(A∗). Apply Exercise 2
(and Exercise 3 of §3.1).

5. If V and W are normed linear spaces and S, T ∈ L(V,W ), show that

∥S + T∥ ≤ ∥S∥+ ∥T∥.

6. Suppose A is an n× n matrix and ∥A∥ < 1. Show that

(I −A)−1 = I +A+A2 + · · ·+Ak + · · · ,

a convergent infinite series.

7. If A is an n× n complex matrix, show that

λ ∈ Spec(A) =⇒ |λ| ≤ ∥A∥.

8. Show that, for any real θ, the matrix

A =

(
cos θ − sin θ
sin θ cos θ

)
has operator norm 1. Compute its Hilbert-Schmidt norm.

9. Given a > b > 0, show that the matrix

B =

(
a 0
0 b

)
has operator norm a. Compute its Hilbert-Schmidt norm.

10. Show that if V is an n-dimensional complex inner product space, then,
for T ∈ L(V ),

detT ∗ = detT .

11. If V is an n-dimensional inner product space, show that, for T ∈ L(V ),

∥T∥ = sup{|(Tu, v)| : ∥u∥, ∥v∥ ≤ 1}.

Show that

∥T ∗∥ = ∥T∥, and ∥T ∗T∥ = ∥T∥2.
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12. Show that if B ∈M(n,F),
d

dt
det(I + tB) = TrB.

13. Writing
det(A+ tB) = det(a1 + tb1, . . . , an + tbn),

with notation as in (1.5.5), and using linearity in each column, show that

d

dt
det(A+ tB)

∣∣
t=0

= det(b1, a2, . . . , an) + · · ·+ det(a1, . . . , bk, . . . , an)

+ · · ·+ det(a1, . . . , an−1, bn).

Use an appropriate version of (1.5.52) to deduce that

d

dt
det(A+ tB)

∣∣
t=0

=
∑
j,k

(−1)j−kbjk detAkj ,

with Akj as in Exercise 8 of §1.5, i.e., Akj is obtained by deleting the kth
column and the jth row from A. In other words,

d

dt
det(A+ tB)

∣∣
t=0

=
∑
j,k

bjkckj = TrBC,

with C = (cjk) as in Exercise 10 of §1.5, i.e., cjk = (−1)k−j detAjk.

14. If A is invertible, show that for each B ∈M(n,F),
d

dt
det(A+ tB)

∣∣
t=0

= (detA)
d

dt
(I + tA−1B)

∣∣
t=0

= (detA)Tr(A−1B).

Use Exercise 13 to conclude that

(detA)A−1 = C.

Compare the derivation of Cramer’s formula in Exercises 9–10 of §1.5.
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3.3. Self-adjoint and skew-adjoint transformations

If V is a finite-dimensional inner product space, T ∈ L(V ) is said to be
self-adjoint if T = T ∗ and skew-adjoint if T = −T ∗. If {u1, . . . , un} is an
orthonormal basis of V and A the matrix representation of T with respect
to this basis, given by

(3.3.1) A = (aij), aij = (Tuj , ui),

then T ∗ is represented by A∗ = (aji), so T is self-adjoint if and only if
aij = aji and T is skew-adjoint if and only if aij = −aji.

The eigenvalues and eigenvectors of these two classes of operators have
special properties, as we proceed to show.

Lemma 3.3.1. If λj is an eigenvalue of a self-adjoint T ∈ L(V ), then λj
is real.

Proof. Say Tvj = λjvj , vj ̸= 0. Then

(3.3.2) λj∥vj∥2 = (Tvj , vj) = (vj , T vj) = λj∥vj∥2,

so λj = λj . �

This allows us to prove the following result for both real and complex
vector spaces.

Proposition 3.3.2. If V is a finite-dimensional inner product space and
T ∈ L(V ) is self-adjoint, then V has an orthonormal basis of eigenvectors
of T .

Proof. Proposition 2.1.1 (and the comment following it in case F = R)
implies there is a unit v1 ∈ V such that Tv1 = λ1v1, and we know λ1 ∈ R.
Say dimV = n. Let

(3.3.3) W = {w ∈ V : (v1, w) = 0}.

Then dimW = n− 1, as we can see by completing {v1} to an orthonormal
basis of V . We claim

(3.3.4) T = T ∗ =⇒ T :W →W.

Indeed,

(3.3.5) w ∈W ⇒ (v1, Tw) = (Tv1, w) = λ1(v1, w) = 0 ⇒ Tw ∈W.

An inductive argument gives an orthonormal basis of W consisting of eigen-
values of T , so Proposition 3.3.2 is proven. �

The following could be deduced from Proposition 3.3.2, but we prove it
directly.
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Proposition 3.3.3. Assume T ∈ L(V ) is self-adjoint. If Tvj = λjvj , T vk =
λkvk, and λj ̸= λk, then (vj , vk) = 0.

Proof. Then we have

λj(vj , vk) = (Tvj , vk) = (vj , T vk) = λk(vj , vk).

�

If F = C, we have

(3.3.6) T skew-adjoint ⇐⇒ iT self-adjoint,

so Proposition 3.3.2 has an extension to skew-adjoint transformations if
F = C. The case F = R requires further study.

If V is a real n-dimensional inner product space and T ∈ L(V ) is skew
adjoint, then V does not have an orthonormal basis of eigenvectors of T ,
unless T = 0. However, V does have an orthonormal basis with respect
to which T has a special structure, as we proceed to show. To get it, we
consider the complexification of V ,

(3.3.7) VC = {u+ iv : u, v,∈ V },

which has the natural structure of a complex n-dimensional vector space,
with a Hermitian inner product. A transformation T ∈ L(V ) has a unique
C-linear extension to a transformation on VC, which we continue to denote
by T , and this extended transformation is skew adjoint on VC. Hence VC
has an orthonormal basis of eigenvectors of T . Say u + iv ∈ VC is such an
eigenvector,

(3.3.8) T (u+ iv) = iλ(u+ iv), λ ∈ R \ 0.

We have

(3.3.9)
Tu = −λv
Tv = λu.

In such a case, applying complex conjugation to (3.3.8) yields

(3.3.10) T (u− iv) = −iλ(u− iv),

and iλ ̸= −iλ, so Proposition 3.3.3 (applied to iT ) yields

(3.3.11) u+ iv ⊥ u− iv,

hence

(3.3.12)

0 = (u+ iv, u− iv)

= (u, u)− (v, v) + i(v, u) + i(u, v)

= ∥u∥2 − ∥v∥2 + 2i(u, v),
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or equivalently

(3.3.13) ∥u∥ = ∥v∥, and u ⊥ v.

Now

(3.3.14) Span{u, v} ⊂ V

has an (n − 2)-dimensional orthogonal complement, W , and, parallel to
(3.3.4), we have

(3.3.15) T = −T ∗ =⇒ T :W →W.

We are reduced to examining the skew-adjoint transformation on a lower
dimensional inner product space. An inductive argument then gives the
following.

Proposition 3.3.4. If V is an n-dimensional real inner product space and
T ∈ L(V ) is skew adjoint, then V has an orthonormal basis in which the
matrix representation of T consists of blocks

(3.3.16)

(
0 λj

−λj 0

)
,

plus perhaps a zero matrix, when N (T ) ̸= 0.

Example. Take V = R3 and

(3.3.17) T =

0 −1 0
1 0 −1
0 1 0

 .

Then det(T − λI) = −λ(λ2 + 2), so the eigenvalues of T are

(3.3.18) λ0 = 0, iλ± = ±
√
2i.

One readily obtains eigenvectors in VC = C3,

(3.3.19) v0 =

1
0
1

 , v± =

 1

∓
√
2i

−1

 ,

readily seen to be mutually orthogonal vectors in C3. We can write

(3.3.20) v+ = u+ iv, u =

 1
0
−1

 , v =

 0

−
√
2

0

 ,

and note that u and v ∈ R3 are orthogonal and each have norm
√
2. Fur-

thermore, a calculation gives

(3.3.21) Tu = −
√
2v, Tv =

√
2u.
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Hence

(3.3.22) u1 =
1√
2
u, u2 =

1√
2
v, u3 =

1√
2
v0

gives an orthonormal basis of R3 with respect to which the matrix represen-
tation of T is

(3.3.23) A =

 0
√
2

−
√
2 0

0

 .

Let us return to the setting of self-adjoint transformations. If V is a
finite dimensional inner product space, we say T ∈ L(V ) is positive definite
if and only if T = T ∗ and

(3.3.24) (Tv, v) > 0 for all nonzero v ∈ V.

We say T is positive semidefinite if and only if T = T ∗ and

(3.3.25) (Tv, v) ≥ 0, ∀ v ∈ V.

The following is a basic characterization of these classes of transformations.

Proposition 3.3.5. Given T = T ∗ ∈ L(V ), with eigenvalues {λj},
(i) T is positive definite if and only if each λj > 0.
(ii) T is positive semidefinite if and only if each λj ≥ 0.

Proof. This follows by writing v =
∑
ajvj , where {vj} is the orthonor-

mal basis of V consisting of eigenvectors of T given by Proposition 3.3.2,
satisfying Tvj = λjvj , and observing that

(3.3.26) (Tv, v) =
∑
j

|aj |2λj .

�

The following is a useful test for positive definiteness.

Proposition 3.3.6. Let A = (ajk) ∈ M(n,C) be self adjoint. For 1 ≤ ℓ ≤
n, form the ℓ× ℓ matrix Aℓ = (ajk)1≤j,k≤ℓ. Then

(3.3.27) A is positive definite ⇐⇒ detAℓ > 0, ∀ ℓ ∈ {1, . . . , n}.

Proof. Regarding the implication⇒, note that if A is positive definite, then
detA = detAn is the product of its eigenvalues, all > 0, hence is > 0. Also,
in this case, it follows from the hypothesis of (3.3.27) that each Aℓ must be
positive definite, hence have positive determinant, so we have ⇒.

The implication ⇐ is easy enough for 2 × 2 matrices. If A = A∗ and
detA > 0, then either both its eigenvalues are positive (so A is positive
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definite) or both are negative (so A is negative definite). In the latter case,
A1 = (a11) must be negative. Thus we have ⇐ for n = 2.

We prove⇐ for n ≥ 3, using induction. The inductive hypothesis implies
that if detAℓ > 0 for each ℓ ≤ n, then An−1 is positive definite. The next
lemma then guarantees that A = An has at least n− 1 positive eigenvalues.
The hypothesis that detA > 0 does not allow that the remaining eigenvalue
be ≤ 0, so all of the eigenvaules of A must be positive. Thus Proposition
3.3.6 is proven once we have the following. �
Lemma 3.3.7. In the setting of Proposition 3.3.6, if An−1 is positive defi-
nite, then A = An has at least n− 1 positive eigenvalues.

Proof. Since A = A∗, Cn has an orthonormal basis v1, . . . , vn of eigenvec-
tors of A, satisfying Avj = λjvj . If the conclusion of the lemma is false, at
least two of the eigenvalues, say λ1, λ2, are ≤ 0. Let W = Span(v1, v2), so

w ∈W =⇒ (Aw,w) ≤ 0.

Since W has dimension 2, Cn−1 ⊂ Cn satisfies Cn−1∩W ̸= 0, so there exists
a nonzero w ∈ Cn−1 ∩W , and then

(An−1w,w) = (Aw,w) ≤ 0,

contradicting the hypothesis that An−1 is positive definite. �

We next apply results on LU-factorization, discussed in §1.6, to A ∈
M(n,C) when A is positive definite. This factorization has the form

(3.3.28) A = LU,

where L,U ∈ M(n,C) are lower triangular and upper triangular, respec-
tively; see (1.6.48). As shown in §1.6, this factorization is always possible
when the upper left submatrices Aℓ described above are all invertible. Hence
this factorization always works when A is positive definite. Moreover, as
shown in (1.6.63), in such a case it can be rewritten as

(3.3.29) A = L0DL
∗
0,

where L0 is lower triangular with all 1s on the diagonal, and D is diagonal,
with real entries. Moreover, this factorization is unique. Since

(3.3.30) (Av, v) = (DL∗
0v, L

∗
0v),

we see that if A is positive definite, then all the diagonal entries dj of D
must be positive. Thus we can write

(3.3.31) D = E2,

where E is diagonal with diagonal entries
√
dj . Thus, whenever A ∈

M(n,C) is positive definite, we can write

(3.3.32) A = LL∗, L = L0E, lower triangular.
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This is called the Cholesky decomposition.

Symmetric bilinear forms

Let V be an n-dimensional real vector space. A bilinear form Q on V is
a map Q : V × V → R that satisfies the following bilinerity conditions:

(3.3.33)
Q(a1u1 + a2u2, v1) = a1Q(u1, v1) + a2Q(u2, v1),

Q(u1, b1v1 + b2v2) = b1Q(u1, v1) + b2Q(u1, v2),

for all uj , vj ∈ V, aj , bj ∈ R. We say Q is a symmetric bilinear form if, in
addition,

(3.3.34) Q(u, v) = Q(v, u), ∀u, v ∈ V.

To relate the structure of such Q to previous material in this section, we
pick a basis {e1, . . . , en} of V and put on V an inner product ( , ) such that
this basis is orthonormal. Then we set

(3.3.35) ajk = Q(ej , ek),

and define A : V → V by

(3.3.36) Aej =
∑
ℓ

ajℓeℓ, so (Aej , ek) = Q(ej , ek).

It follows that

(3.3.37) Q(u, v) = (Au, v), ∀u, v ∈ V.

The symmetry condition (3.3.34) implies ajk = akj , hence A∗ = A. By
Proposition 3.3.2, V has an orthonormal basis {f1, . . . , fn} such that

(3.3.38) Afj = λjfj , λj ∈ R.

Hence

(3.3.39) Q(fj , fk) = (Afj , fk) = λjδjk.

If Q is a symmetric bilinear form on V , we say it is nondegenerate pro-
vided that for each nonzero u ∈ V , there exists v ∈ V such that Q(u, v) ̸= 0.
Given (3.3.37), it is clear that Q is nondegenerate if and only if A is invert-
ible, hence if and only if each λj in (3.3.38) is nonzero. If Q is nondegenerate,
we have the basis {g1, . . . , gn} of V , given by

(3.3.40) gj = |λj |−1/2fj .

then

(3.3.41) Q(gj , gk) = |λjλk|−1/2(Afj , fk) = εjδjk,
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where

(3.3.42) εj =
λj
|λj |

∈ {±1}.

If p of the numbers εj in (3.3.42) are +1 and q of them are −1 (so p+q = n),
we say the nondegenerate symmetric bilinear form Q has signature (p, q).

The construction (3.3.41)–(3.3.42) involved some arbitrary choices, so
we need to show that, given such Q, the pair (p, q) is uniquely defined. To
see this, let V0 denote the linear span of the gj in (3.3.41) such that εj = +1
and let V1 denote the linear span of the gj in (3.3.41) such that εj = −1.
Hence

(3.3.43) V = V0 ⊕ V1

is an orthogonal direct sum, and we have Q positive definite on V0×V0, and
negative definite on V1 × V1. That the signature of Q is well defined is a
consequence of the following.

Proposition 3.3.8. Let Ṽ0 and Ṽ1 be linear subspaces of V such that

(3.3.44) Q is positive definite on Ṽ0 × Ṽ0, negative definite on Ṽ1 × Ṽ1.

Then

(3.3.45) dim Ṽ0 ≤ p and dim Ṽ1 ≤ q.

Proof. If the first assertion of (3.3.45) is false, then dim Ṽ0 > p, so dim Ṽ0+

dimV1 > n = dimV . Hence there exists a nonzero u ∈ Ṽ0 ∩ V1. This would
imply that

(3.3.46) Q(u, u) > 0 and Q(u, u) < 0,

which is impossible. The proof of the second assertion in (3.3.45) is parallel.
�
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Exercises

1. Verify Proposition 3.3.2 for V = R3 and

T =

1 0 1
0 1 0
1 0 1

 .

2. Verify Proposition 3.3.4 for

A =

 0 −1 2
1 0 −3
−2 3 0

 .

3. In the setting of Proposition 3.3.2, suppose S, T ∈ L(V ) are both self-
adjoint and suppose they commute, i.e., ST = TS. Show that V has an
orthonormal basis of vectors that are simultaneously eigenvectors of S and
of T .

4. Let V be a finite-dimensional inner product space, W ⊂ V a linear
subspace. The orthogonal projection P of V onto W was introduced in
Exercise 4 of §3.1. Show that this orthogonal projection is also uniquely
characterized as the element P ∈ L(V ) satisfying

P 2 = 0, P ∗ = P, R(P ) =W.

5. If T ∈ L(V ) is positive semidefinite, show that

∥T∥ = max{λ : λ ∈ SpecT}.

6. If S ∈ L(V ), show that S∗S is positive semidefinite, and

∥S∥2 = ∥S∗S∥.

Show that

∥S∥ = max{λ1/2 : λ ∈ SpecS∗S}.

7. Let A ∈ M(n,C) be positive definite, with Cholesky decomposition
A = L1L

∗
1, as in (3.3.32). Show that A has another Cholesky decomposition

A = L2L
∗
2 if and only if

L1 = L2D,
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with D diagonal and all diagonal entries dj satisfying |dj | = 1.
Hint. To start, we must have

L−1
2 L1 = L∗

2(L
∗
1)

−1,

both lower triangular and upper triangular, hence diagonal; call it D.

8. If V is an n-dimensional real inner product space, and T ∈ L(V ), we say
T ∈ Skew(V ) if and only if T ∗ = −T . (Compare (3.3.7).) Show that

S, T ∈ Skew(V ) =⇒ [S, T ] ∈ Skew(V ),

where

[S, T ] = ST − TS.

9. Given T = T ∗ ∈ L(V ) and an orthonormal basis {vj} of V such that
Tvj = λjvj , and given f : Spec(T ) → C, define f(T ) ∈ L(V ) by

f(T )vj = f(λj)vj .

Show that

f(t) = tk, k ∈ Z+ =⇒ f(T ) = T k,

that

h(t) = f(t)g(t) =⇒ h(T ) = f(T )g(T ),

and that

f(T ) = f(T )∗.

10. Let T = T ∗ ∈ L(V ), SpecT = {λj}, Ej = E(T, λj), and let Pj be the
orthogonal projection of V onto Ej . With f(T ) defined as in Exercise 9,
show that

f(T ) =
∑
j

f(λj)Pj .

11. If A ∈M(n,C) is invertible, its condition number c(A) is defined to be

c(A) = ∥A∥ · ∥A−1∥.

Take the positive definite matrix P = (A∗A)1/2 (see Exercises 6 and 9).
Show that

c(A) = c(P ) =
λmax(P )

λmin(P )
.

12. Let V be a finite-dimensional inner product space, W ⊂ V a linear
subspace, T ∈ L(V ). Show that

T :W →W =⇒ T ∗ :W⊥ →W⊥.
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13. Let V be a finite-dimensional, real inner product space, with inner
product denoted ⟨ , ⟩. Assume we have J ∈ L(V ), satisfying

J2 = −I, J∗ = −J.

We can make V into a complex vector space (denoted V), with the action
of a+ ib ∈ C on V given by

(a+ ib) · v = av + bJv.

Then

dimC V = k =⇒ dimR V = 2k.

(See Exercise 13 in §1.3.) Now set

(u, v) = ⟨u, v⟩+ i⟨u, Jv⟩, u, v ∈ V = V.

Show that this is a Hermitian inner product on the complex vector space V,
especially

(v, u) = (u, v), (u, Jv) = −i(u, v).

14. In this exercise, let V be a finite-dimensional real inner product space,
with inner product ⟨ , ⟩. Let A ∈ L(V ), and assume

A∗ = −A, N (A) = 0.

(a) Show that dimR V must be even.

(b) Set

P = A∗A = −A2,

which is self adjoint and positive definite, and take

Q = P 1/2.

Show that Q and A commute.

Hint. Show that there is a polynomial p(λ) such that p(µj) = µ
1/2
j for each

µj ∈ SpecP , hence Q = p(P ).

(c) Set

J = AQ−1.

Show that J = Q−1A and

J2 = −I, J∗ = −J.

In particular, J puts a complex structure on V . Denote the associated
complex vector space by V, so

dimC V =
1

2
dimR V.
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(d) Show that
AJ = JA,

so A : V → V is C-linear.

(e) As in Exercise 13, for the Hermitian inner product on V,
(u, v) = ⟨u, v⟩+ i⟨u, Jv⟩.

Show that
(Au, v) = −(u,Av).

Thus A defines a skew-adjoint transformation on the complex inner product
space V.

(f) Say dimR V = 2k. By Proposition 3.3.2 and (3.3.6), V has an orthonor-
mal basis {uj : 1 ≤ j ≤ k} (with respect to ( , )), consisting of eigenvectors
of A ∈ L(V), with eigenvalues iλj , so

Auj = λjJuj , 1 ≤ j ≤ k, λj ∈ R.
Deduce from part (c) that

Quj = λjuj , hence each λj > 0.

(g) Note that Juj ∈ SpanC{uj}, and hence

(Juj , uℓ) = 0, for j ̸= ℓ.

Show that

⟨uj , uℓ⟩ = ⟨uj , Juℓ⟩ = ⟨Juj , Juℓ⟩ = 0, for j ̸= ℓ.

Then show that

{uj , Juj : 1 ≤ j ≤ k} is an orthonormal basis of V ,

with respect to ⟨ , ⟩. With respect to this basis,

Auj = λjJuj , AJuj = −λjuj .
Compare this with the conclusion of Proposition 3.3.4.
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3.4. Unitary and orthogonal transformations

Let V be a finite-dimensional inner product space (over F) and T ∈ L(V ).
Suppose

(3.4.1) T−1 = T ∗.

If F = C we say T is unitary, and if F = R we say T is orthogonal. We denote
by U(n) the set of unitary transformations on Cn and by O(n) the set of
orthogonal transformations on Rn. More generally, we use the notations
U(V ) and O(V ). Note that (3.4.1) implies

(3.4.2) |detT |2 = (detT )(detT ∗) = 1,

i.e., detT ∈ F has absolute value 1. In particular,

(3.4.3) T ∈ O(n) =⇒ detT = ±1.

We set

(3.4.4)
SO(n) = {T ∈ O(n) : detT = 1},
SU(n) = {T ∈ U(n) : detT = 1}.

As with self-adjoint and skew-adjoint transformations, the eigenvalues
and eigenvectors of unitary transformations have special properties, as we
now demonstrate.

Lemma 3.4.1. If λj is an eigenvalue of a unitary T ∈ L(V ), then |λj | = 1.

Proof. Say Tvj = λjvj , vj ̸= 0. Then

(3.4.5) ∥vj∥2 = (T ∗Tvj , vj) = (Tvj , T vj) = |λj |2∥vj∥2.
�

Next, parallel to Proposition 3.3.2, we show unitary transformations
have eigenvectors forming a basis.

Proposition 3.4.2. If V is a finite-dimensional complex inner product space
and T ∈ L(V ) is unitary, then V has an orthonormal basis of eigenvectors
of T .

Proof. Proposition 2.1.1 implies there is a unit v1 ∈ V such that Tv1 =
λ1v1. Say dimV = n. Let

(3.4.6) W = {w ∈ V : (v1, w) = 0}.
As in the analysis of (3.3.3) we have dimW = n− 1. We claim

(3.4.7) T unitary =⇒ T :W →W.

Indeed,

(3.4.8) w ∈W ⇒ (v1, Tw) = (T−1v1, w) = λ−1
1 (v1, w) = 0 ⇒ Tw ∈W.
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Now, as in Proposition 3.3.2, an inductive argument gives an orthonormal
basis ofW consisting of eigenvectors of T , so Proposition 3.4.2 is proven. �

Next we have a result parallel to Proposition 3.3.3:

Proposition 3.4.3. Assume T ∈ L(V ) is unitary. If Tvj = λjvj and
Tvk = λkvk, and λj ̸= λk, then (vj , vk) = 0.

Proof. Then we have

λj(vj , vk) = (Tvj , vk) = (vj , T
−1vk) = λk(vj , vk),

since λ
−1
k = λk. �

If V is a real, n-dimensional, inner product space and T ∈ L(V ) satisfies
(3.4.1), we say T is an orthogonal transformation and write T ∈ O(V ). In
such a case, V typically does not have an orthonormal basis of eigenvectors
of T . However, V does have an orthonormal basis with respect to which
such an orthogonal transformation has a special structure, as we proceed to
show. To get it, we construct the complexification of V ,

(3.4.9) VC = {u+ iv : u, v ∈ V },

which has a natural structure of a complex n-dimensional vector space, with
a Hermitian inner product. A transformation T ∈ O(V ) has a unique C-
linear extension to a transformation on VC, which we continue to denote
by T , and this extended transformation is unitary on VC. Hence VC has
an orthonormal basis of eigenvectors of T . Say u + iv ∈ VC is such an
eigenvector,

(3.4.10) T (u+ iv) = e−iθ(u+ iv), eiθ /∈ {1,−1}.

(Peek ahead to (3.7.77) for the use of the notation eiθ.) Writing eiθ =
c+ is, c, s ∈ R, we have

(3.4.11)
Tu+ iTv = (c− is)(u+ iv)

= cu+ sv + i(−su+ cv),

hence

(3.4.12)
Tu = cu+ sv,

Tv = −su+ cv.

In such a case, applying complex conjugation to (3.4.10) yields

T (u− iv) = eiθ(u− iv),

and eiθ ̸= e−iθ if eiθ /∈ {1,−1}, so Proposition 3.4.3 yields

(3.4.13) u+ iv ⊥ u− iv,
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hence

(3.4.14)

0 = (u+ iv, u− iv)

= (u, u)− (v, v) + i(v, u) + i(u, v)

= ∥u∥2 − ∥v∥2 + 2i(u, v),

or equivalently

(3.4.15) ∥u∥ = ∥v∥ and u ⊥ v.

Now

Span{u, v} ⊂ V

has an (n − 2)-dimensional orthogonal complement, on which T acts, and
an inductive argument gives the following.

Proposition 3.4.4. Let V be an n-dimensional real inner product space,
T : V → V an orthogonal transformation. Then V has an orthonormal
basis in which the matrix representation of T consists of blocks

(3.4.16)

(
cj −sj
sj cj

)
, c2j + s2j = 1,

plus perhaps an identity matrix block if 1 ∈ SpecT , and a block that is −I
if −1 ∈ SpecT .

Example 1. Picking c, s ∈ R such that c2 + s2 = 1, we see that

B =

(
c s
s −c

)
is orthogonal, with detB = −1. Note that Spec(B) = {1,−1}. Thus there
is an orthonormal basis of R2 in which the matrix representation of B is(

1 0
0 −1

)
.

If A : R3 → R3 is orthogonal, it has either 1 or 3 real eigenvalues.
Furthermore, there is an orthonormal basis {u1, u2, u3} of R3 in which

(3.4.17) A =

c −s
s c

1

 or

c −s
s c

−1

 ,

depending on whether detA = 1 or detA = −1. Since c2+ s2 = 1, it follows
that there is an angle θ, uniquely determined up to an additive multiple of
2π, such that

(3.4.18) c = cos θ, s = sin θ.
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If detA = 1 in (3.4.17) we say A is a rotation about the axis u3, through an
angle θ.

Example 2. Take V = R3 and

(3.4.19) T =

0 0 1
1 0 0
0 1 0

 .

Then det(T − λI) = −(λ3 − 1) = −(λ− 1)(λ2 + λ+ 1), with roots

(3.4.20) λ0 = 1, λ± = e±2πi/3 = −1

2
±

√
3

2
i.

We obtain eigenvectors in VC = C3,

(3.4.21) v0 =

1
1
1

 , v± =

−1
2 ±

√
3
2 i

1

−1
2 ∓

√
3
2 i

 =

e±2πi/2

1

e∓2πi/3

 ,

readily seen to be mutually orthogonal in C3. We can write

(3.4.22) v+ = u+ iv,

with

(3.4.23) u =

−1
2
1
−1

2

 =

cos 2π
3

1
cos 2π

3

 , v =

√
3

2

 1
0
−1

 =

 sin 2π
3

0
− sin 2π

3

 ,

and note that u and v ∈ R3 are orthogonal (to each other and to v0), and

each has norm
√
3/2. One can then apply T in (3.4.19) to u and v in (3.4.23)

and verify directly that

(3.4.24) Tu = cu+ sv, Tv = −su+ cv,

with

(3.4.25) c = −1

2
= cos

2π

3
, s = −

√
3

2
= − sin

2π

3
,

consistent with (3.4.10)–(3.4.12), with λ+ = e−iθ.

Collecting these calculations, we see that, with v0 as in (3.4.21) and u, v
as in (3.4.23),

(3.4.26) u1 =

√
2

3
u, u2 =

√
2

3
v, u3 =

√
1

3
v0
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form an orthonormal basis of R3 with respect to which the matrix form of
T in (3.4.19) becomes

(3.4.27) A =

 −1
2

√
3
2

−
√
3
2 −1

2
1

 .

Returning to the basic definitions, we record the following useful com-
plementary characterization of unitary transformations.

Proposition 3.4.5. Let V be a finite-dimensional inner product space, T ∈
L(V ). Then T is unitary if and only if it is an isometry on V , i.e., if and
only if

(3.4.28) ∥Tu∥ = ∥u∥, ∀u ∈ V.

Proof. First,

(3.4.29) ∥Tu∥2 = (Tu, Tu) = (T ∗Tu, u),

so T ∗T = I ⇒ T is an isometry. For the converse, we see that if T is an
isometry, then A = T ∗T is a self-adjoint transformation satisfying

(3.4.30) (Au, u) = (u, u), ∀u ∈ V.

In particular, if u = uj is an eigenvector of A, satisfying Auj = µjuj , then

(3.4.31) µj∥uj∥2 = (Auj , uj) = ∥uj∥2,
so all eigenvalues of A are 1, hence A = I. �
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Figure 3.4.1. The cosine of an angle

Exercises

1. Let V be a real inner product space. Consider nonzero vectors u, v ∈ V .
Show that the angle θ between these vectors is uniquely defined by the
formula

(u, v) = ∥u∥ · ∥v∥ cos θ, 0 ≤ θ ≤ π.

See Figure 3.4.1. Show that 0 < θ < π if and only if u and v are linearly
independent. Show that

∥u+ v∥2 = ∥u∥2 + ∥v∥2 + 2∥u∥ · ∥v∥ cos θ.

This identity is known as the Law of Cosines.
If u and v are linearly independent, produce a linear isomorphism from
Span{u, v} to R2 that preserves inner products and takes u to ∥u∥i. Peek
ahead at §3.7, and make contact with the characterization of cos and sin in
(3.7.76).
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For V as above, u, v, w ∈ V , we define the angle between the line segment
from w to u and the line segment from w to v to be the angle between u−w
and v − w. (We assume w ̸= u and w ̸= v.)

2. Take V = R2, with its standard orthonormal basis i = (1, 0), j = (0, 1).
Let

u = (1, 0), v = (cosφ, sinφ), 0 ≤ φ < 2π.

Show that, according to the definition of Exercise 1, the angle θ between u
and v is given by

θ = φ if 0 ≤ φ ≤ π,

2π − φ if π ≤ φ < 2π.

3. Let V be a real inner product space and let R ∈ L(V ) be orthogonal.
Show that if u, v ∈ V are nonzero and ũ = Ru, ṽ = Rv, then the angle
between u and v is equal to the angle between ũ and ṽ. Show that if {ej} is
an orthonormal basis of V , there exists an orthogonal transformation R on
V such that Ru = ∥u∥e1 and Rv is in the linear span of e1 and e2.

4. Consider a triangle as in Fig. 3.4.2. Show that

h = c sinA,

and also

h = a sinC.

Use these calculations to show that

sinA

a
=

sinC

c
=

sinB

b
.

This identity is known as the Law of Sines.

Exercises 5–11 deal with cross products of vectors in R3. One might recon-
sider these when reading Section 8.1.

5. If u, v ∈ R3, we define the cross product u× v = Π(u, v) to be the unique
bilinear map Π : R3 × R3 → R3 satisfying

u× v = −v × u, and

i× j = k, j × k = i, k × i = j,

where {i, j, k} is the standard basis of R3.
Note. To say Π is bilinear is to say Π(u, v) is linear in both u and v.



Exercises 119

Figure 3.4.2. Law of Sines

Show that, for all u, v, w ∈ R3,

(3.4.32) w · (u× v) = det

w1 u1 v1
w2 u2 v2
w3 u3 v3

 ,

and show that this property uniquely specifies u× v. Explain how (3.4.32)
can be rewritten as

(3.4.33) u× v = det

 i u1 v1
j u2 v2
k u3 v3

 =

u2v3 − u3v2
u3v1 − u1v3
u1v2 − u2v1

 .

6. Recall that T ∈ SO(3) provided that T is a real 3 × 3 matrix satisfying
T tT = I and det T > 0, (hence det T = 1). Show that

(3.4.34) T ∈ SO(3) =⇒ Tu× Tv = T (u× v).

Hint. Multiply the 3× 3 matrix in (3.4.32) on the left by T.

7. Show that, if θ is the angle between u and v in R3, then

(3.4.35) ∥u× v∥ = ∥u∥ · ∥v∥ · | sin θ|.
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More generally, show that for all u, v, w, x ∈ R3,

(3.4.36)

(u× v) · (w × x) = (u · w)(v · x)− (u · x)(v · w)

= det

(
u · w u · x
v · w v · x

)
.

Hint. Check these identities for u = i, v = ai+ bj, in which case u×v = bk,
and use Exercise 6 to show that this suffices.
Note that the left side of (3.4.36) is then

bk · (w × x) = det

0 w · i x · i
0 w · j x · j
b w · k x · k

 .

Show that this equals the right side of (3.4.36).

8. Show that κ : R3 → Skew(3), the set of antisymmetric real 3×3 matrices,
given by

(3.4.37) κ(y) =

 0 −y3 y2
y3 0 −y1
−y2 y1 0

 , y =

y1y2
y3

 ,

satisfies

(3.4.38) κ(y)x = y × x.

Show that, with [A,B] = AB −BA,

(3.4.39)
κ(x× y) =

[
κ(x), κ(y)

]
,

Tr
(
κ(x)κ(y)t

)
= 2x · y.

9. Show that if u, v, w ∈ R3, then the first part of (3.4.39) implies

(u× v)× w = u× (v × w)− v × (u× w).

Relate this to the identity

[[A,B], C] = [A, [B,C]]− [B, [A,C]],

for A,B,C ∈M(n,R) (with n = 3).

10. Show that, if u, v, w,∈ R3,

v × (u× w) = (v · w)u− (v · u)w.

Hint. Start with the observation that v × (u × w) is in Span{u,w} and is
orthogonal to v. Alternative. Use Exercise 6 to reduce the calculation to
the case u = i, w = ai+ bj.
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11. Deduce from (3.4.32) that, for u, v, w ∈ R3,

u · (v × w) = (u× v) · w.

12. Demonstrate the following result, which contains both Proposition 3.3.2
and Proposition 3.4.2. Let V be a finite dimensional inner product space.
We say T : V → V is normal provided T and T ∗ commute, i.e.,

(3.4.40) TT ∗ = T ∗T.

Proposition 3.4.6. If V is a finite dimensional complex inner product space
and T ∈ L(V ) is normal, then V has an orthonormal basis of eigenvectors
of T .

Hint. Write T = A+ iB, A and B self adjoint. Then (3.4.40) ⇒ AB = BA.
Apply Exercise 3 of §3.3.

13. Show that if A ∈ O(n) and detA = −1, then −1 is an eigenvalue of A,
with odd multiplicity.

Recall from §3.3 that if V is an inner product space, T ∈ L(V ) belongs to
Skew(V ) if and only if T ∗ = −T . For such T , all eigenvalues are purely
imaginary.

14. Show that

(3.4.41) C(T ) = (I − T )−1(I + T )

defines a map

(3.4.42) C : Skew(V ) −→ {A ∈ U(V ) : −1 /∈ SpecA},

with inverse

(3.4.43) C−1(A) = −(I +A)−1(I −A).

We call C the Cayley transform.
Hint. If A = C(T ), start by showing

A∗ = (I + T )∗
(
(I − T )−1

)∗
= (I − T )(I + T )−1.

15. Specializing Exercise 14 to V = Rn, show that (3.4.42) becomes

C : Skew(n) −→ {A ∈ SO(n) : −1 /∈ SpecA},

one-to-one and onto.
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16. Extend the scope of Exercise 8 in §3.1, on QR factorization, as follows.
Let A ∈ Gℓ(n,C) have columns a1, . . . , an ∈ Cn. Use the Gramm-Schmidt
construction to produce an orthonormal basis {q1, . . . , qn} of Cn such that
Span{a1, . . . , aj} = Span{q1, . . . , qj} for 1 ≤ j ≤ n. Denote by Q ∈ U(n)
the matrix with columns q1, . . . , qn. Show that

A = QR,

where R is the same sort of upper triangular matrix as described in that
Exercise 8.

17. Let A ∈ M(n,C) be positive definite. Apply to A1/2 the QR factoriza-
tion described in Exercise 16:

A1/2 = QR, Q ∈ U(n), R upper triangular.

Deduce that
A = LL∗, L = R∗ lower triangular.

This is a Cholesky decomposition. Use Exercise 7 of §3.3 to compare this
with (3.3.32).
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3.5. Schur’s upper triangular representation

Let V be an n-dimensional complex vector space, equipped with an inner
product, and let T ∈ L(V ). The following is an important alternative to
Proposition 2.4.1.

Proposition 3.5.1. There is an orthonormal basis of V with respect to
which T has an upper triangular form.

Note that an upper triangular form with respect to some basis was
achieved in (2.3.11), but there the basis was not guaranteed to be orthonor-
mal. We will obtain Proposition 3.5.1 as a consequence of

Proposition 3.5.2. There is a sequence of vector spaces Vj of dimension j
such that

(3.5.1) V = Vn ⊃ Vn−1 ⊃ · · · ⊃ V1

and

(3.5.2) T : Vj → Vj .

We show how Proposition 3.5.2 implies Proposition 3.5.1. In fact, given
(3.5.1)–(3.5.2), pick un ⊥ Vn−1, a unit vector, then pick a unit un−1 ∈ Vn−1

such that un−1 ⊥ Vn−2, and so forth, to achieve the conclusion of Proposition
3.5.1. Otherwise said, {uj : 1 ≤ j ≤ n} is constructed to be an orthonormal
basis of V satisfying uj ∈ Vj for each j. We see that, for each j, Tuj
is a linear combination of {uℓ : ℓ ≤ j}, and this yields the desired upper
triangular form. �

Meanwhile, Proposition 3.5.2 is a simple inductive consequence of the
following result.

Lemma 3.5.3. Given T ∈ L(V ) as above, there is a linear subspace Vn−1,
of dimension n− 1, such that T : Vn−1 → Vn−1.

Proof. We apply Proposition 2.1.1 to T ∗ to obtain a nonzero v1 ∈ V such
that T ∗v1 = λv1, for some λ ∈ C. Then the conclusion of Lemma 3.5.3 holds
with Vn−1 = (v1)

⊥. �

We illustrate the steps described above to achieve a “Schur normal form”
with the following example: V = C3 and

(3.5.3) T =

0 1 0
0 0 1
0 −1 2

 .
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Note that

(3.5.4) det(λI −A) = λ3 − 2λ2 + λ = λ(λ− 1)2.

We have

(3.5.5) T ∗ =

0 0 0
1 0 −1
0 1 2

 ,

and

(3.5.6) E(T ∗, 0) = Span
{ 1

−2
1

}.
Thus, in the notation of the proof of Lemma 3.5.3, we have v1 = (1,−2, 1)t.
Hence

(3.5.7) V2 = (v1)
⊥ = Span

{1
1
1

 ,

 1
0
−1

}.
The unit vector u3 ⊥ V2 might as well be

(3.5.8) u3 =
1√
6

 1
−2
1

 .

We next need a one-dimensional subspace V1 ⊂ V2, invariant under T . In
fact,

(3.5.9)

0 1 0
0 0 1
0 −1 2

1
1
1

 =

1
1
1

 ,

so we can take V1 to be the span of this vector. Thus V1 is spanned by the
unit vector

(3.5.10) u1 =
1√
3

1
1
1

 ,

and this, together with

(3.5.11) u2 =
1√
2

 1
0
−1

 ,
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forms an orthonormal basis of V2. We have

(3.5.12)

Tu1 = u1,

Tu2 =
1√
2

 0
−1
−2

 = −
√

3

2
u1 + u2,

Tu3 =
1√
6

−2
1
4

 =
1√
2
u1 −

√
3u2.

Thus, with respect to the orthonormal basis {u1, u2, u3}, the matrix repre-
sentation of T is

(3.5.13) M =

1 −
√

3/2
√
1/2

0 1 −
√
3

0 0 0

 ,

and this is a Schur normal form of T .

Recall from §3.2 that the Hilbert-Schmidt norm of a linear transforma-
tion is independent of the choice of orthonormal basis. In this case, we
readily verify that

(3.5.14)
∥T∥2HS = 1 + 1 + 1 + 4 = 7,

∥M∥2HS = 1 + 1 + 3
2 + 1

2 + 3 = 7.

Proposition 3.5.1 has uses that do not depend on knowing a specific
Schur normal form for T . Here is an example of such an application, known
as Schur’s inequality. It involves the Hilbert-Schmidt norm, introduced in
§3.2 and mentioned above.

Proposition 3.5.4. Let T ∈ L(V ), where V is a complex inner product
space of dimension n. Assume the eigenvlues of T are λ1, . . . , λn (repeated
according to multiplicity). Then

(3.5.15)
n∑

j=1

|λj |2 ≤ ∥T∥2HS.

Proof. Let A = (ajk) denote the matrix representation of T described in
Proposition 3.5.1. Since A is upper triangular, the eigenvalues of A are
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precisely the diagonal entries, ajj . Hence

(3.5.16)

n∑
j=1

|λj |2 =
n∑

j=1

|ajj |2

≤
∑
j,k

|ajk|2

= ∥A∥2HS = ∥T∥2HS.

�

There is an interesting application of Proposition 3.5.4 to roots of a
polynomial. Take a polynomial of degree n,

(3.5.17) p(λ) = λn + an−1λ
n−1 + · · ·+ a1λ+ a0,

with aj ∈ C. As shown in Proposition 2.3.4, we can form the companion
matrix

(3.5.18) A =


0 1 · · · 0 0
0 0 · · · 0 0
...

...
...

...
0 0 0 1

−a0 −a1 · · · −an−2 −an−1

 ,

and

(3.5.19) det(λI −A) = p(λ).

Thus the eigenvalues of A coincide with the roots λ1, . . . , λn of p(λ), repeated
according to multiplicity. Applying (3.5.15), we have the following.

Corollary 3.5.5. If {λ1, . . . , λn} are the roots of the polynomial p(λ) in
(3.5.17), then

(3.5.20)
n∑

k=1

|λk|2 ≤ n− 1 +
n−1∑
j=0

|aj |2.

Remark. The matrix (3.5.3) is the companion matrix of the polynomial
λ(λ− 1)2, arising in (3.5.4).
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Exercises

1. Put the following matrices in Schur upper triangular form. 1 0 1
0 2 0
−1 0 −1

 ,

0 2 0
3 0 3
0 −2 0

 .

2. Let D(n) ⊂ M(n,C) denote the set of matrices all of whose eigenvalues
are distinct. Show that D(n) is dense in M(n,C), i.e., given A ∈ M(n,C),
there exist Ak ∈ D(n) such that Ak → A.
Hint. Pick an orthonormal basis to put A in upper triangular form and
tweak the diagonal entries.

3. Fill in the details in the following proposed demonstration of the Cayley-
Hamilton theorem, i.e.,

KA(λ) = det(λI −A) =⇒ KA(A) = 0, ∀A ∈M(n,C).
First, demonstrate this for A diagonal, then for A diagonalizable, hence
for A ∈ D(n). Show that Φ(A) = KA(A) defines a continuous map Φ on
M(n,C). Then use Exercise 2.

4. In the setting of Proposition 3.5.1, let S, T ∈ L(V ) commute, i.e., ST =
TS. Show that V has an orthonormal basis with respect to which S and T
are simultaneously in upper triangular form.
Hint. Start by extending Lemma 3.5.3.

5. Let A ∈ L(Rn). Show that there is an orthonormal basis of Rn with
respect to which A has an upper triangular form if and only if all the eigen-
values of A are real.

6. In the setting of Proposition 3.5.4, show that the inequality (3.5.15) is
an equality if and only if T is normal. (Recall Exercise 12 of §3.4.)
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3.6. Polar decomposition and singular value decomposition

For complex numbers, polar decomposition is the representation

(3.6.1) z = reiθ,

for a given z ∈ C, with r ≥ 0 and θ ∈ R. In fact, r = |z| = (zz)1/2. If z ̸= 0,
then r > 0 and eiθ is uniquely determined. The following is a first version
of polar decomposition for square matrices.

Proposition 3.6.1. If A ∈ M(n,C) is invertible, then it has a unique
factorization

(3.6.2) A = KP, K ∈ U(n), P = P ∗, positive definite.

Proof. If A has such a factorization, then

(3.6.3) A∗A = P 2.

Conversely, if A is invertible, then A∗A is self adjoint and positive definite,
and, as seen in §3.3, all its eigenvalues λj are > 0, and there exists an
orthonormal basis {vj} of Cn consisting of associated eigenvectors. Thus,
we obtain (3.6.3) with

(3.6.4) Pvj = λ
1/2
j vj .

In such a case, we have A = KP if we set

(3.6.5) K = AP−1.

We want to show that K ∈ U(n). It suffices to show that

(3.6.6) ∥Ku∥ = ∥u∥

for all u ∈ Cn. To see this, note that, for v ∈ Cn,

(3.6.7) ∥KPv∥2 = ∥Av∥2 = (Av,Av) = (A∗Av, v) = (P 2v, v) = ∥Pv∥2.

This gives (3.6.6) whenever u = Pv, but P is invertible, so we do have (3.6.6)
for all u ∈ Cn. This establishes the existence of the factorization (3.6.2).
The formulas (3.6.4)–(3.6.5) for P and K establish uniqueness. �

Here is the real case.

Proposition 3.6.2. If A ∈ M(n,R) is invertible, then it has a unique
factorization

(3.6.8) A = KP, K ∈ O(n), P = P ∗, positive definite.

Proof. In the proof of Proposition 3.6.1, adapted to the current setting, Rn

has an orthonormal basis {vj} of eigenvectors of A∗A, so (3.6.4) defines a
positive definite P ∈ M(n,R). Then K = AP−1 is unitary and belongs to
M(n,R), so it belongs to O(n). �
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We extend Proposition 3.6.1 to non-invertible matrices.

Proposition 3.6.3. If A ∈M(n,C), then it has a factorization of the form
(3.6.2), with P positive semidefinite.

Proof. We no longer assert uniqueness of K in (3.6.2). However, P is still
uniquely defined by (3.6.3)–(3.6.4). This time we have only λj ≥ 0, so P
need not be invertible, and we cannot bring in (3.6.5). Instead, we proceed
as follows. First, somewhat parallel to (3.6.7), we have

(3.6.9) ∥Pv∥2 = (P 2v, v) = (A∗Av, v) = ∥Av∥2,

for all v ∈ Cn. Hence N (P ) = N (A), and we have the following orthogonal,
direct sum decomposition,

Cn = V0 ⊕ V1,

where

(3.6.10) V0 = R(P ) = Span{vj : λj > 0}, V1 = N (P ) = N (A),

with vj as in (3.6.4). We set

(3.6.11)
Q : V0 −→ V0, Qvj = λ

−1/2
j vj ,

K0 : V0 −→ Cn, K0v = AQv.

It follows that

(3.6.12) K0Pv = Av, ∀ v ∈ V0,

and that (3.6.7) holds for all v ∈ V0, soK0 : V0 → Cn is an injective isometry.
Now we can define

(3.6.13) K1 : V1 −→ R(K0)
⊥ = R(A)⊥

to be any isometric isomorphism between V1 and R(K0)
⊥, which have the

same dimension. Then we set

(3.6.14) K = K0 ⊕K1 : V0 ⊕ V1 −→ Cn,

which is an isometric isomorphism, hence an element of U(n). We have

(3.6.15) KPv = Av,

both for v ∈ V0, by (3.6.12), and for v ∈ V1 = N (P ) = N (A), thus proving
Proposition 3.6.3. �

Parallel to Proposition 3.6.2, there is the following analogue of Proposi-
tion 3.6.3 for real matrices.

Proposition 3.6.4. If A ∈M(n,R), then it has a factorization of the form
(3.6.8), with P positive semidefinite.
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We give some examples to illustrate polar decomposition.

Example 1. Take

(3.6.16) A =

(
1 1
2 1

)
,

which is invertible. We have

(3.6.17)

A∗A =

(
5 3
3 2

)
= P 2, with

P =

(
2 1
1 1

)
.

Then A = KP , with

(3.6.18) K = AP−1 =

(
1 1
2 1

)(
1 −1
−1 2

)
=

(
0 1
1 0

)
.

Example 2. Take

(3.6.19) A =

(
1 1
−1 −1

)
,

which is not invertible. We have

(3.6.20)

A∗A =

(
2 2
2 2

)
= P 2, with

P =

(
1 1
1 1

)
.

Following the treatment of Proposition 3.6.3, we have R2 = V0 ⊕ V1, with

(3.6.21) V0 = R(P ) = Span

(
1

1

)
, V1 = N (P ) = N (A) = Span

(
1

−1

)
.

As in (3.6.11), we take

(3.6.22) K0 : V0 → R2, K0v = AQv.

where Q inverts P on V0. Since P |V0 has the single eigenvalue 2, K0 is
specified by

(3.6.23) K0

(
1

1

)
= 1

2A

(
1

1

)
=

(
1

−1

)
.

Next, we take

(3.6.24) K1 : V1 → R(K0)
⊥ = R(A)⊥ = Span

(
1

1

)
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to be any isometric isomorphism. Since these vector spaces are 1-dimensional,
there are two choices:

(3.6.25) K1

(
1

−1

)
=

(
1

1

)
, or K1

(
1

−1

)
= −

(
1

1

)
.

We can now specify K = K0 ⊕K1 in the polar decomposition A = KP , via

(3.6.26)

K

(
1

0

)
= 1

2K0

(
1

1

)
+ 1

2K1

(
1

−1

)
,

K

(
0

1

)
= 1

2K0

(
1

1

)
− 1

2K1

(
1

−1

)
.

Hence, in the two respective cases given in (3.6.25),

(3.6.27) K =

(
1 0
0 −1

)
, or K =

(
0 1
−1 0

)
.

In cases where dimV1 > 1 (i.e., where dimN (A) > 1, or F = C), one would
have an infinite number of possibilities for K in the polar decomposition of
A.

Having treated polar decomposition, we now apply Propositions 3.6.3–
3.6.4 to the following factorization.

Proposition 3.6.5. If A ∈M(n,C), then we can write

(3.6.28) A = UDV ∗, U, V ∈ U(n), D ∈M(n,C) diagonal,

in fact,

(3.6.29) D =

d1 . . .

dn

 , dj ≥ 0.

If A ∈M(n,R), we have (3.6.28) with U, V ∈ O(n).

Proof. By Proposition 3.6.3 we have A = KP , with K ∈ U(n), P positive
semidefinite. By results of §3.3, we have P = V DV ∗, for some V ∈ U(n),
D as in (3.6.29). Hence (3.6.28) holds with U = KV . If A ∈ M(n,R), a
similar use of Proposition 3.6.4 applies. �

A factorization of the form (3.6.28)–(3.6.29) is called a singular value
decomposition (or SVD) of A. The elements dj in (3.6.29) that are > 0 are
called the singular values of A.

Finally, we extend the singular value decomposition to rectangular ma-
trices.
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Proposition 3.6.6. If A ∈ M(m × n,C), so A : Cn → Cm, then we can
write

(3.6.30) A = UDV ∗, U ∈ U(m), V ∈ U(n),

and

(3.6.31) D ∈M(m× n,C) diagonal, with diagonal entries dj ≥ 0.

Proof. We treat the case

(3.6.32) A : Cn −→ Cm, m = n+ k > n.

If m < n, one can apply the argument that follows to A∗.

When (3.6.32) holds, there exists

(3.6.33) K ∈ U(m), K : R(A) −→ Cn ⊂ Cm,

so that

(3.6.34) KA =

(
B

0

)
, B ∈M(n,C), 0 ∈M(k × n,C).

By Proposition 3.6.5, we can write

(3.6.35) B =WD0V
∗, W, V ∈ U(n), D0 diagonal,

so

(3.6.36) KA =

(
WD0V

∗

0

)
=

(
W

I

)(
D0

0

)
V ∗,

and hence (3.6.30) holds with

(3.6.37) U = K−1

(
W

I

)
, D =

(
D0

0

)
.

�

There is a similar result for real rectangular matrices.

Proposition 3.6.7. If A ∈M(m× n,R), then we can write

(3.6.38) A = UDV ∗, U ∈ O(m), V ∈ O(n),

and D as in (3.6.31).

Remark. As in the setting of Proposition 3.6.5, the nonzero quantities dj
in (3.6.31) are called the singular values of A.

Having Propositions 3.6.6 and 3.6.7, we record some additional useful
identities associated to the decomposition (3.6.30), namely

(3.6.39) A∗A = V (D∗D)V ∗, AA∗ = U(DD∗)U∗,
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and

(3.6.40) D∗D = D2
0, DD∗ =

(
D∗

0 0
0 0

)
.

Example. Take

(3.6.41) A =

1 −1
1 0
1 1

 .

We have

(3.6.42) A∗A =

(
3 0
0 2

)
, AA∗ =

2 1 0
1 1 1
0 1 2

 .

Hence we have the first identity in (3.6.39) with

(3.6.43) V = I, D∗D =

(
3 0
0 2

)
,

which yields

(3.6.44) D0 =

(√
3 √

2

)
, D =

√
3 0

0
√
2

0 0

 , DD∗ =

3
2

0

 .

To proceed, we have

(3.6.45) SpecAA∗ = {3, 2, 0},

and

(3.6.46)

E(AA∗, 3) = Span

1
1
1

 , E(AA∗, 2) = Span

 1
0
−1

 ,

E(AA∗, 0) = Span

 1
−2
1

 .

The norms of these three vectors are
√
3,
√
2, and

√
6, respectively. If we

take

(3.6.47) U =

1/
√
3 −1/

√
2 1/

√
6

1/
√
3 0 −2/

√
6

1/
√
3 1/

√
2 1/

√
6

 ,

we verify that AA∗ = U(DD∗)U∗, and that the singular value decomposition
(3.6.30) holds, with V,D, and U given in (3.6.43), (3.6.44), and (3.6.47).
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Returning to generalities, we record the following straightforward con-
sequence of (3.6.30).

Corollary 3.6.8. Assume A ∈ M(m × n,C) has the SVD form (3.6.30)–
(3.6.31). Let {uj} denote the columns of U and {vj} the columns of V .
Then, for w ∈ Cn,

(3.6.48) Aw =
∑
j

dj(w, vj)uj .

This result in turn readily leads to the following.

Proposition 3.6.9. In the setting of Corollary 3.6.8, assume

(3.6.49) j > J =⇒ dj ≤ δ.

Define AJ : Cn → Cm by

(3.6.50) AJw =
∑
j≤J

dj(w, vj)uj .

Then

(3.6.51) ∥A−AJ∥ ≤ δ.

Proof. We have

(3.6.52)

∥(A−AJ)w∥2 =
∑
j>J

d2j |(w, vj)|2

≤ δ2∥w∥2.
�

Proposition 3.6.9 is exploited in an approach to image compression,
which we can illustrate as follows. Suppose one has a picture of a scene,
made up of 2000 × 2000 pixels. The data can be regarded as encoded in a
matrix A ∈ M(n,R), n = 2000. The entries could represent either a grey
scale or a color scale. Take the singular value decomposition of A, as in
(3.6.30). Doing this is way beyond hand calculation, but various numerical
software packages allow one to do this on a computer, using a command
with syntax like

(3.6.53) [U,D, V ] = SVD(A).

In the current case, D is a diagonal matrix with 2000 diagonal entries dj ≥ 0,
arranged in decreasing order, dj ↘. For a discussion of how this can be done,
see [6].

Now it has been observed that, for many such matrices arising from
pictures of typical scenes, the entries dj get quite small fairly quickly, so
that AJ , given by (3.6.50), is a useful approximation to A for J = 100, or
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maybe even smaller. The task of storing the information needed to produce
AJ for such a value of J involves much less memory than is needed to
store the original matrix A. This would allow for the storage of many more
pictures on a device with a given amount of memory. For more on this, see
pp. 332–333 of [22].
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Exercises

1. Produce polar decompositions for the following matrices.(
1 1
2 1

)
,

(
1 1
−1 −1

)
,

1 0 1
0 2 0
1 0 −1

 .

2. Produce singular value decompositions for the following matrices.(
1 1
2 1

)
,

1 0 1
0 2 0
1 0 −1

 ,

(
1 1 1
−1 0 1

)
.

3. Extend the results on polar decomposition given in this section from
A ∈ M(n,F) to the setting of A ∈ L(V ), where V is a finite-dimensional
inner product space (over R or C).

4. Extend the results on SVDs given in this section from A ∈M(m× n,F)
to the setting of A ∈ L(V,W ), where V and W are finite-dimensional inner
product spaces (over R or C).

5. Let P2 be the space of polynomials in x of degree ≤ 2, with inner product

(f, g) =
1

2

∫ 1

−1
f(x)g(x) dx,

and let A : P2 → P2 be given by

Af(x) = f ′(x) + f(x).

Give the polar decomposition of A.

6. In the setting of Exercise 5, give the singular value decomposition of A.
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3.7. The matrix exponential

Take A ∈ M(n,F), with F = R or C. The matrix exponential arises to
represent solutions to the differential equation

(3.7.1)
dx

dt
= Ax, x(0) = v,

for a function x : R → Fn, given v ∈ Fn. One way to approach (3.7.1) is to
construct the solution as a power series,

(3.7.2) x(t) =

∞∑
k=0

xkt
k,

with coefficients xk ∈ Fn. As shown in calculus courses, if (3.7.2) is abso-
lutely convergent on an interval |t| < T , then x(t) is differentiable on this
interval, and its derivative is obtained by differentiating the series term by
term (cf. Chapter 4 of [23]). Anticipating that this will work, we write

(3.7.3) x′(t) =

∞∑
k=1

kxkt
k−1 =

∞∑
ℓ=0

(ℓ+ 1)xℓ+1t
ℓ.

Meanwhile,

(3.7.4) Ax(t) =

∞∑
ℓ=0

Axℓt
ℓ.

Comparing (3.7.3) and (3.7.4), we require

(3.7.5) xℓ+1 =
1

ℓ+ 1
Axℓ, ℓ ≥ 0.

Meanwhile, the initial condition x(0) = v forces x0 = v. Thus, inductively,

(3.7.6) x0 = v, x1 = Av, x2 =
1

2
A2v, . . . , xk =

1

k!
Akv, . . . ,

and we have the power series

(3.7.7) x(t) =

∞∑
k=0

tk

k!
Akv.

This power series is absolutely convergent for all t ∈ R. To see this, we
use (3.2.4) and the triangle inequality (3.1.14) to obtain the estimate

(3.7.8)
∥∥∥M+N∑
k=M

tk

k!
Akv

∥∥∥ ≤
M+N∑
k=M

|t|k

k!
∥A∥k∥v∥,

which together with the ratio test guarantees absolute convergence for all
t ∈ R. Thus the term by term differentiation of (3.7.7) is valid, and we have
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a solution to (3.7.1). We write this solution as x(t) = etAv, where we set

(3.7.9) etA =

∞∑
k=0

tk

k!
Ak.

This is the matrix exponential. Calculations parallel to (3.7.3) give

(3.7.10)
d

dt
etA = AetA = etAA.

In fact, etAv is the unique solution to (3.7.1). An essentially equivalent
result is that etA is the unique solution to the matrix ODE

(3.7.11) X ′(t) = AX(t), X(0) = I.

To see this, we apply the product rule

(3.7.12)
d

dt

(
B(t)X(t)

)
= B′(t)X(t) +B(t)X ′(t)

to B(t) = e−tA and X(t) as in (3.7.11). Thus, via (3.7.10), with A replaced
by −A,

(3.7.13)
d

dt

(
e−tAX(t)

)
= −e−tAAX(t) + e−tAAX(t) = 0,

so e−tAX(t) is independent of t. Evaluation at t = 0 gives

(3.7.14) e−tAX(t) = I, ∀ t ∈ R,

whenever X(t) solves (3.7.11). Since etA solves (3.7.11), we get

(3.7.15) e−tAetA = I, ∀ t ∈ R,

i.e., e−tA is the matrix inverse to etA. Multiplying (3.7.14) on the left by
etA then gives

(3.7.16) X(t) = etA,

which is the asserted uniqueness.

A useful computation related to (3.7.13) arises by applying d/dt to the

product e(s+t)Ae−tA. We have

(3.7.17)
d

dt

(
e(s+t)Ae−tA

)
= e(s+t)AAe−tA − e(s+t)AAe−tA = 0,

so e(s+t)Ae−tA is independent of t. Evaluation at t = 0 gives

(3.7.18) e(s+t)Ae−tA = esA, ∀ s, t ∈ R.

Multiplying on the right by etA and using (3.7.15) (with t replaced by −t)
gives

(3.7.19) e(s+t)A = esAetA, ∀ s, t ∈ R.

The following result generalizes (3.7.19).



3.7. The matrix exponential 139

Proposition 3.7.1. Given A,B ∈M(n,F), we have

(3.7.20) et(A+B) = etAetB, ∀ t ∈ R,

provided A and B commute, i.e.,

(3.7.21) AB = BA.

Proof. This time we differentiate a triple product,

(3.7.22)

d

dt

(
et(A+B)e−tBe−tA

)
= et(A+B)(A+B)e−tBe−tA

− et(A+B)Be−tBe−tA

− et(A+B)e−tBAe−tA.

Next, we note that, for s ∈ R,

(3.7.23) esBA =
∞∑
k=0

sk

k!
BkA =

∞∑
k=0

sk

k!
ABk,

provided A and B commute, so

(3.7.24) AB = BA =⇒ esBA = AesB, ∀ s ∈ R.

Taking s = −t allows us to push A to the left in the third term on the right
side of (3.7.22), yielding 0. Hence the triple product is independent of t.
Evaluating at t = 0 gives

(3.7.25) et(A+B)e−tBe−tA = I, ∀ t ∈ R.

provided (3.7.21) holds. Multiplying on the right first by etA, then by etB,
using again (3.7.15), we obtain (3.7.20). �

Returning to (3.7.1), we have seen that solving this equation is equivalent
to evaluating etA. Typically, one does not want to do this by computing the
infinite series (3.7.9). We want to relate the evaluation of etAv to results in
linear algebra.

For example, if v is an eigenvector of A, with eigenvalue λ, then

(3.7.26)

Av = λv =⇒ Akv = λkv

=⇒ etAv =

∞∑
k=0

tk

k!
λkv = etλv.

A related identity is that, if C ∈M(n,F) is invertible,

(3.7.27) A = C−1BC ⇒ Ak = C−1BkC ⇒ etA = C−1etBC.
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If B is diagonal,

(3.7.28)

B =

λ1 . . .

λn

⇒ Bk =

λ
k
1

. . .

λkn


⇒ etB =

e
tλ1

. . .

etλn

 ,

which in conjunction with (3.7.27) gives

(3.7.29) etA = C−1

e
tλ1

. . .

etλn

C,

if A = C−1BC with B as in (3.7.28), i.e., if A is diagonalizable.

As we know, not all matrices are diagonalizable. As discussed in §2.2,
a vector v ∈ Cn is a generalized eigenvector of A, associated to λ ∈ C,
provided

(3.7.30) (A− λI)ℓv = 0, for some ℓ ∈ N,

the case ℓ = 1 making v an eigenvector. When (3.7.30) holds, we can
compute etAv as follows. First

(3.7.31)
etAv = et(A−λI)+tλIv

= etλet(A−λI)v,

the second identity via (3.7.20), with A− λI in place of A and λI in place
of B, noting that the identity matrix I ∈ M(n,C) commutes with every
element of M(n,C). Now the infinite series

(3.7.32) et(A−λI)v =

∞∑
k=0

tk

k!
(A− λI)kv

terminates at k = ℓ− 1, by (3.7.30), so we get

(3.7.33) etAv = etλ
ℓ−1∑
k=0

tk

k!
(A− λI)kv,

which has the form etλw(t), where w(t) is a polynomial, of degree ≤ ℓ, with
coefficients in Cn. As shown in §2.2,

(3.7.34)
Given A ∈M(n,C), Cn has a basis

consisting of generalized eigenvectors of A.

Let us summarize our analysis on how to evaluate a matrix exponential.
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How to compute etAv.

1. Find a basis {v1, . . . , vn} of Cn, consisting of generalized eigenvectors of
A.

2. Find c1, . . . , cn ∈ C such that v = c1v1 + · · ·+ cnvn. Then

(3.7.35) etAv = c1e
tAv1 + · · ·+ cne

tAvn.

3. Here is how to compute etAvj .
A. If vj is an eigenvector, say Avj = λjvj , then

(3.7.36) etAvj = etλjvj .

B. If vj is a generalized eigenvector, satisfying (A− λjI)
ℓvj = 0, then

(3.7.37) etAvj = etλj

ℓ−1∑
k=0

tk

k!
(A− λjI)

kvj .

How to compute the n× n matrix etA.

The jth column of etA is etAej , where ej is the jth standard basis vector of
Cn.

We work out a couple of examples.

Example 1. Take

(3.7.38) A =

1 0 1
0 1 0
1 0 1

 .

Then SpecA = {0, 1, 2}, and
(3.7.39)

E(A, 0) = Span

 1
0
−1

 , E(A, 1) = Span

0
1
0

 , E(A, 2) = Span

1
0
1

 .

Hence
(3.7.40)

etA

 1
0
−1

 =

 1
0
−1

 , etA

0
1
0

 = et

0
1
0

 , etA

1
0
1

 = e2t

1
0
1

 .

Meanwhile,

(3.7.41)

1
0
0

 =
1

2

 1
0
−1

+
1

2

1
0
1

 ,

0
0
1

 =
1

2

1
0
1

− 1

2

 1
0
−1

 ,
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hence
(3.7.42)

etA

1
0
0

 =
1

2

 1
0
−1

+
e2t

2

1
0
1

 , etA

0
0
1

 =
e2t

2

1
0
1

− 1

2

 1
0
−1

 .

From this and the second identity in (3.7.40), we have

(3.7.43) etA =

1
2(e

2t + 1) 0 1
2(e

2t − 1)
0 et 0

1
2(e

2t − 1) 0 1
2(e

2t + 1)

 .

Example 2. Take

(3.7.44) A =

 1 0 1
0 1 0
−1 0 −1

 .

Then SpecA = {0, 1}, and 0 is a double root of the characteristic polynomial
of A. We have

(3.7.45) E(A, 1) = Span

0
1
0

 , E(A, 0) = Span

 1
0
−1

 ,

and, noting that

(3.7.46) A2 =

0 0 0
0 1 0
0 0 0

 ,

we have

(3.7.47) GE(A, 0) = Span
{1

0
0

 ,

0
0
1

}.
Hence

(3.7.48)

v ∈ GE(A, 0) ⇒ etAv = (I + tA)v

=

1 + t 0 t
0 1 + t 0
−t 0 1− t

 v.

It follows that

(3.7.49) etA =

1 + t 0 t
0 et 0
−t 0 1− t

 .
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Returning to generalities, let us note from (3.7.34) that, for each v ∈ Cn,
etAv is a linear combination of terms of the form (3.7.33), with different λs.
We have the following.

Proposition 3.7.2. Given A ∈M(n,C), v ∈ Cn,

(3.7.50) etAv =
∑
j

eλjtvj(t),

where {λj} is the set of eigenvalues of A and vj(t) are Cn-valued polynomi-
als.

It is now our goal to turn this reasoning around. We intend to give a
proof of Proposition 3.7.2 that does not depend on (3.7.34), and then use
this result to provide a new proof of (3.7.34), via an argument very different
from that used in §2.2.

Second proof of Proposition 3.7.2. To start, by (3.7.27) it suffices to
show that etB has such a structure for some B ∈M(n,C) similar to A, i.e.,
satisfying A = C−1BC for some invertible C ∈ M(n,C). We now bring
in Schur’s result, Proposition 3.5.1, which implies that A is similar to an
upper triangular matrix. We recall that the proof of Proposition 3.5.1 is
very short, and makes no use of concepts involving generalized eigenvectors.
In view of this, we are reduced to proving Proposition 3.7.2 when A has the
form

(3.7.51) A =


a11 a12 · · · a1n

a22 · · · a2n
. . .

ann

 ,

with all zeros below the diagonal. It follows from (1.5.55), with A replaced
by A− λI, that the eigenvalues of A are precisely the diagonal entries ajj .

To proceed, set x(t) = etAv, solving

(3.7.52)
dx

dt
=

a11 ∗ ∗
. . . ∗

ann

x,

with x(t) = (x1(t), . . . , xn(t))
t. We can solve the last ODE for xn, as it is

just

(3.7.53)
dxn
dt

= annxn, so xn(t) = Ceannt.
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We can obtain xj(t) for j < n inductively by solving inhomogeneous scalar
differential equations

(3.7.54)
dxj
dt

= ajjxj + bj(t),

where bj(t) is a linear combination of xj+1(t), . . . , xn(t).

The equation (3.7.54) is a particularly easy sort, with solution given by

(3.7.55) xj(t) = etajjxj(0) + etajj
∫ t

0
e−sajjbj(s) ds.

See Exercise 1 below. Given xn(t) in (3.7.53), bn−1(t) is a multiple of eannt.
If an−1,n−1 ̸= ann, then xn−1(t) will be a linear combination of eannt and
ean−1,n−1t, but if an−1,n−1 = ann, xn−1(t) may be a linear combination of
eannt and teannt. Further integration will involve

∫
p(t)eαt dt, where p(t) is

a polynomial. That no other sort of function will arise is guaranteed by the
following result.

Lemma 3.7.3. If p(t) is a polynomial of degree ≤ m and α ̸= 0, then

(3.7.56)

∫
p(t)eαt dt = q(t)eαt + C,

for some polynomial q(t) of degree ≤ m. (If α = 0, one also gets (3.7.56),
with q(t) of degree ≤ m+ 1.)

Proof. The map p = Tq defined by

(3.7.57)
d

dt
(q(t)eαt) = p(t)eαt

is a linear map on the (m+ 1)-dimensional vector space Pm of polynomials
of degree ≤ m. In fact, we have

(3.7.58) Tq(t) = αq(t) + q′(t).

It suffices to show that T : Pm → Pm is invertible, when α ̸= 0. But
D = d/dt is nilpotent on Pm; Dm+1 = 0. Hence

(3.7.59) T−1 = α−1(I + α−1D)−1 = α−1(I − α−1D + · · ·+ α−m(−D)m).

This proves the lemma, and hence completes the proof of Proposition 3.7.2.
�

Having Proposition 3.7.2, we proceed as follows. Given λ ∈ C, let Vλ

denote the space of Cn-valued functions of the form eλtv(t), where v(t) is a
Cn-valued polynomial in t. Then Vλ is invariant under the action of both
d/dt and A, hence of d/dt−A. Hence, if a sum V1(t)+ · · ·+Vk(t), Vj ∈ Vλj

(with λjs distinct) is annihilated by d/dt − A, so is each term in this sum.
(See Exercise 3 below.)
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Therefore, if (3.7.5) is a sum over the distinct eigenvalues λj of A, it

follows that each term eλjtvj(t) is annihilated by d/dt−A, or, equivalently, is
of the form etAwj , where wj = vj(0). This leads to the following conclusion.

Proposition 3.7.4. Given A ∈M(n,C), λ ∈ C, set

(3.7.60) Gλ = {v ∈ Cn : etAv = etλv(t), v(t) polynomial}.

Then Cn has a direct sum decomposition

(3.7.61) Cn = Gλ1 ⊕ · · · ⊕Gλk
,

where λ1, . . . , λk are the distinct eigenvalues of A. Furthermore, each Gλj

is invariant under A, and

(3.7.62) Aj = A
∣∣
Gλj

has exactly one eigenvalue, λj .

Proof. The decomposition (3.7.61) follows directly from Proposition 3.7.2.
The invariance of Gλj

under A is clear from the definition (3.7.60). It

remains only to establish (3.7.62), and this holds because etAv involves only
the exponential eλjt when v ∈ Gλj

. �

Having Proposition 3.7.4, we next claim that

(3.7.63)
Gλj

= GE(A, λj)

= {v ∈ Cn : (A− λjI)
kv = 0 for some k ∈ N},

the latter identity defining the generalized eigenspace GE(A, λj), as in (2.2.3).
The fact that

(3.7.64) GE(A, λj) ⊂ Gλj

follows from (3.7.33). Since Nj = Aj − λjI ∈ L(Gλj
) has only 0 as an

eigenvalue, we are led to the following result.

Lemma 3.7.5. Let W be a k-dimensional vector space over C and suppose
N :W →W has only 0 as an eigenvalue. Then N is nilpotent, in fact

(3.7.65) Nm = 0 for some m ≤ k.

Proof. The assertion is equivalent to the implication (2.3.3)⇒ (2.3.4), given
in §2.3. We recall the argument. Let Wj = N j(W ). Then W ⊃W1 ⊃W2 ⊃
· · · is a sequence of finite dimensional vector spaces, each invariant under
N . This sequence must stabilize, so for some m, N :Wm →Wm bijectively.
If Wm ̸= 0, N has a nonzero eigenvalue. �

Lemma 3.7.5 provides the reverse inclusion to (3.7.64), and hence we
have (3.7.63). Thus (3.7.61) yields the desired decomposition

(3.7.66) Cn = GE(A, λ1)⊕ · · · ⊕ GE(A, λk)
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of Cn as a direct sum of generalized eigenspaces of A. This provides another
proof of Proposition 2.2.6.

Exponential and trigonometric functions

When material developed above on the exponential of an n × n matrix
is specialized to n = 1, we have the exponential of a complex number,

(3.7.67) ez =

∞∑
k=0

1

k!
zk, z ∈ C.

Then (3.7.10) specializes to

(3.7.68)
d

dt
eat = aeat, ∀ t ∈ R, a ∈ C.

Here we want to study

(3.7.69) γ(t) = eit, t ∈ R,

which is a curve in the complex plane. We claim γ(t) lies on the unit circle,
i.e., |γ(t)| ≡ 1, where, for z = x+ iy, x, y ∈ R,

(3.7.70) |z|2 = x2 + y2 = z z, with z = x− iy.

It follows from (3.7.67) that

(3.7.71) ez = ez, ∀ z ∈ C,

so, for t ∈ R,

(3.7.72) eit = e−it, hence |γ(t)|2 = eite−it ≡ 1.

Next, we consider the velocity

(3.7.73) γ′(t) = ieit.

From (3.7.70) it follows that, if also w ∈ C, then |zw|2 = |z|2|w|2, so (3.7.73)
yields

(3.7.74) |γ′(t)|2 = 1.

Thus γ(t) is a unit speed curve on the unit circle, starting at γ(0) = 1, in
the upward vertical direction γ′(0) = i. Thus the path from t0 = 0 to t
travels a distance

(3.7.75) ℓ(t) =

∫ t

0
|γ′(s)| ds = t,

for t > 0. Now the ray from the origin 0 ∈ C to 1 meets the ray from 0 to
γ(t) at an angle which, measured in radians, is ℓ(t) = t. See Figure 3.7.1

Having this geometrical information on the curve γ(t), we bring in the
basic trigonometric functions sine and cosine. By definition, if t is the angle
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Figure 3.7.1. The circle eit = c(t) + is(t)

between the two rays described above, and if we write γ(t) in terms of its
real and imaginary parts as γ(t) = c(t) + is(t), then

(3.7.76) cos t = c(t), sin t = s(t).

We have arrived at the important conclusion that

(3.7.77) eit = cos t+ i sin t,

which is known as Euler’s formula.

Exercises

1. Given A ∈ C, b : R → C continuous, show that the solution to

dy

dt
= Ay + b(t), y(0) = y0,
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is given by the following, called Duhamel’s formula:

y(t) = eAty0 + eAt

∫ t

0
e−Asb(s) ds.

Hint. Show that an equivalent differential equation for z(t) = e−Aty(t) is

dz

dt
= e−Atb(t), z(0) = y0.

2. Show that the result of Exercise 1 continues to hold in the setting

A ∈M(n,C), y0 ∈ Cn, b : R → Cn,

and one solves for y : R → Cn.

3. Suppose vj(t) are Cn-valued polynomials, λ1, . . . , λk ∈ C are distinct,
and

eλ1tv1(t) + · · ·+ eλktvk(t) ≡ 0.

Show that vj(t) ≡ 0 for each j ∈ {1, . . . , k}.

4. Examining the proof of Proposition 3.7.2, show that if A ∈ M(n,C) is
the upper triangular matrix (3.7.51), then

etA =

e11(t) · · · e1n(t)
. . .

...
enn(t)

 , ejj(t) = etajj .

4A. Here is another approach to the conclusion of Exercise 4. Suppose A and
B ∈M(n,C) are upper triangular, with A as in (3.7.51) and B of a similar
form, with ajk replaced by bjk. Show that C = AB is upper triangular, with
diagonal entries

cjj = ajjbjj .

Deduce that, for n ∈ N, An is upper triangular, with diagonal entries anjj .
Shoe that the conclusion of Exercise 4 follows from this.

5. Show that if A ∈M(n,C), then

det etA = et TrA.

Hint. Show that this follows from Exercise 4 (or 4A) if A is upper triangular.
Then show that it holds when A is similar to an upper triangular matrix.

6. Show that the identities
d

dt
cos t = − sin t,

d

dt
sin t = cos t
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follow from (3.7.77) and (3.7.73).

7. Show that

J =

(
0 −1
1 0

)
=⇒ etJ =

(
cos t − sin t
sin t cos t

)
.

Equivalently,

etJ = (cos t)I + (sin t)J.

Relate this to Euler’s formula.

8. Show that

A =

(
0 1
1 0

)
=⇒ etA =

(
cosh t sinh t
sinh t cosh t

)
.

9. Show that, for A ∈M(n,C),

etA
∗
= (etA)∗, ∀ t ∈ R.

Note that this generalizes (3.7.71).

10. Show that

A ∈M(n,R), A∗ = −A =⇒ etA ∈ SO(n), ∀ t ∈ R,

and

A ∈M(n,C), A∗ = −A =⇒ etA ∈ U(n), ∀ t ∈ R.
Note that this generalizes (3.7.72).

11. Let x : R → C solve the nth order ODE

x(n)(t) + an−1x
(n−1)(t) + · · ·+ a1x

′(t) + a0x(t) = 0.

Convert this to a first order n× n system for y : R → Cn, with

y(t) = (y0(t), . . . , yn−1(t))
t, yj(t) = x(j)(t).

Show that y(t) solves
dy

dt
= Ay,

where

A =


0 1 · · · 0 0
0 0 · · · 0 0
...
0 0 · · · 0 1

−a0 −a1 · · · −an−2 −an−1

 ,
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the companion matrix for the polynomial p(λ) = λn+an−1λ
n−1+ · · ·+a1λ+

a0, introduced in (2.3.20).
Remark. x(t) = eλt solves the nth order ODE above if and only if p(λ) = 0,
which, by Proposition 2.3.4, is equivalent to det(λI −A) = 0.

12. Let B = λjI + N be a “Jordan block,” as in (2.4.1). Assume B ∈
M(k,C). Show that

etB = eλjt
k−1∑
ℓ=0

tℓ

ℓ!
N ℓ.

13. If p(λ) = λn + an−1λ
n−1 + · · · + a0, and if λj is a root of p(λ) of

multiplicity kj , show that the nth order ODE introduced in Exercise 11 has
solutions

tℓeλjt, 0 ≤ ℓ ≤ kj − 1.

Deduce that the Jordan normal form for the companion matrix A to p(λ),
described in Exercise 11, has just one Jordan block of the form (2.4.1), and
it is a kj × kj matrix.

14. Establish the following converse to Proposition 3.7.1.

Proposition 3.7.6. Given A,B ∈M(n,C),

et(A+B) = etAetB ∀ t ∈ R =⇒ AB = BA.

Hint. Apply d/dt to both sides and deduce that the hypothesis implies

(A+B)et(A+B) = AetAetB + etABetB, ∀ t ∈ R.

Replacing et(A+B) by etAetB on the left, deduce that

BetA = etAB, ∀ t ∈ R.

Apply d/dt again, and set t = 0.

15. Take the following route to proving (3.7.24). Set

Z(s) = esBAe−sB.

Show that
AB = BA =⇒ Z ′(s) ≡ 0

=⇒ Z(s) ≡ A.

Deduce (3.7.24) from this (avoiding (3.7.23)).
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16. Compute etA, etB, and etC in the following cases.

A =

(
1 1
0 2

)
, B =

(
1 1
0 1

)
, C =

1 1 1
1 1

2

 .
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3.8. The discrete Fourier transform

Here we look at a number of important linear transformations that arise on
the space of functions f : Z → C that are periodic, say of period n. It is
convenient to re-cast this function space as follows. We form

(3.8.1) Z/(n),

the set of equivalence classes of integers, “mod n,” where the equivalence
relation is

(3.8.2) j ∼ j′ ⇐⇒ j − j′

n
∈ Z.

Note that each integer j ∈ Z is equivalent to exactly one element of the set
{0, 1, . . . , n− 1}. We then form the vector space

(3.8.3) ℓ2(Z/(n)) = set of functions f : Z/(n) → C,

which we endow with the inner product

(3.8.4)

(f, g) =
1

n

∑
k∈Z/(n)

f(k)g(k)

=
1

n

n−1∑
k=0

f(k)g(k).

This is a complex inner product space. We will also be interested in the real
vector space,

(3.8.5) ℓ2R(Z/(n)) = set of functions f : Z/(n) → R,

with the same sort of inner product.

Special operators on these spaces arise from the fact that addition is well
defined on Z/(n):

(3.8.6) j, k ∈ Z/(n) =⇒ j + k ∈ Z/(n),

which follows from the observation that

(3.8.7) j ∼ j′, k ∼ k′ =⇒ j + k ∼ j′ + k′.

In particular, we have the translation operator

(3.8.8) Tf(k) = f(k + 1),

acting as a unitary operator on ℓ2(Z/(n)), and as an orthogonal operator on
ℓ2R(z/(n)). Thus ℓ2(Z/(n)) has an orthonormal basis of eigenvectors for T ,
which we proceed to find.

Note that

(3.8.9) Tn = I,
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so each eigenvalue of T is an element of

(3.8.10) {ωj : 0 ≤ j ≤ n− 1}, where ω = e2πi/n.

Note that an element ej ∈ ℓ2(Z/(n)) is an ωj-eigenvector if and only if

(3.8.11) ej(k) = T kej(0) = ωjkej(0),

so setting ej(0) = 1 gives

(3.8.12) ej(k) = ωjk.

We have

(3.8.13) ej ∈ E(T, ωj), ∥ej∥2 =
1

n

n−1∑
k=0

|ωjk|2 = 1,

so our desired orthonormal basis of eigenvectors of T is

(3.8.14) {ej : 0 ≤ j ≤ n− 1}.

Note that

(3.8.15) j ∼ j′ =⇒ ωj = ωj′ ,

so we can also write this set as

(3.8.16) {ej : j ∈ Z/(n)}.

As a direct check on orthogonality, note that

(3.8.17) (ej , eℓ) =
1

n

∑
k∈Z/(n)

ω(j−ℓ)k,

and

(3.8.18)

ωm
∑

k∈Z/(n)

ωmk =
∑

k∈Z/(n)

ωm(k+1)

=
∑

k∈Z/(n)

ωmk,

since k + 1 runs once over Z/(n) when k does. We see that ωm ̸= 1 implies
this sum vanishes, hence if j ̸= ℓ in Z/(n), then the inner product (3.8.17)
vanishes.

Using the orthonormal basis (3.8.16), we can write each f ∈ ℓ2(Z/(n))
as

(3.8.19) f =
∑

j∈Z/(n)

f̂(j)ej ,

where

(3.8.20) f̂(j) = (f, ej) =
1

n

∑
ℓ∈Z/(n)

f(ℓ)ω−jℓ.
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Thus, for k ∈ Z/(n),

(3.8.21) f(k) =
∑

ℓ∈Z/(n)

f̂(j)ωjk.

This yields the discrete Fourier transform (or DFT)

(3.8.22) F : ℓ2(Z/(n)) −→ ℓ2(Z/(n)),

as

(3.8.23) Ff(k) = f̂(k).

By orthonormality of the basis {ej}, we have

(3.8.24) ∥f∥2 =
∑

j∈Z/(n)

|f̂(j)|2,

hence

(3.8.25) ∥Ff∥2 = 1

n
∥f∥2,

i.e., n1/2F is a unitary operator on ℓ2(Z/(n)). The identity (3.8.21), which
we call the discrete Fourier inversion formula, is equivalent to

(3.8.26) F−1 = nF∗.

Another important operation on functions on Z/(n) is the convolution,
defined by

(3.8.27) f ∗ g(k) = 1

n

∑
ℓ∈Z/(n)

f(ℓ)g(k − ℓ).

We can compute the Fourier transform of f ∗ g as follows:

(3.8.28)

f̂ ∗ g(j) = 1

n

∑
k

(f ∗ g)(k)ω−jk

=
1

n2

∑
k,ℓ

f(ℓ)g(k − ℓ)ω−jk

=
1

n2

∑
k,ℓ

f(ℓ)ω−jℓg(k − ℓ)ω−j(k−ℓ),

and deduce that

(3.8.29) f̂ ∗ g(j) = f̂(j)ĝ(j).

One consequence is that

(3.8.30)

∥f ∗ g∥2 =
∑
j

|f̂ ∗ g(j)|2

=
∑
j

|f̂(j)ĝ(j)|2,
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which implies

(3.8.31) ∥f ∗ g∥ ≤
(
max

j
|f̂(j)|

)
∥g∥.

The convolution product on functions on Z/(n) has many applications to
problems in differential equations, in concert with the process of discretiza-
tion. We refer to Chapter 3 of [26] for a discussion of this. Here we look as
another application, involving multiplying polynomials. Say you have two
polynomials of degree m− 1,

(3.8.32) p(z) =
m−1∑
j=0

ajz
j , q(z) =

m−1∑
j=0

bjz
j .

Then

(3.8.33)

p(z)q(z) =

m−1∑
j,ℓ=0

ajbℓz
j+ℓ

=

2m−2∑
k=0

m−1∑
j=0

ajbk−jz
k.

Here we take n = 2m and regard a(j) = aj and b(j) = bj as functions on
Z/(n) that vanish outside {0, . . . ,m− 1}. Then

(3.8.34) p(z)q(z) = n
n−2∑
k=0

(a ∗ b)(k) zk,

where a∗b is the convolution of two functions on Z/(n). Since F : ℓ2(Z/(n)) →
ℓ2(Z/(n)) gives

(3.8.35) F(a ∗ b) = (Fa)(Fb),

we have

(3.8.36)
a ∗ b = F−1

(
(Fa)(Fb)

)
= nF∗((Fa)(Fb)).

A straightforward calculation of a ∗ b involves approximately m2 multipli-
cations and a comparable number of additions. If m = 1000, this adds up.
If one has in hand Fa and Fb, forming the product (Fa)(Fb) as a function
on Z/(n) takes just n multiplications. This leaves one with the problem of
how many operations it takes to compute Ff , for f ∈ ℓ2(Z/(n)). There is a
“fast” way of doing this, which we take up shortly.
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First we mention an application of (3.8.34)–(3.8.26) to the “fast multi-
plication” of large integers. Suppose p and q are 1024-digit integers:

(3.8.37) p =

m−1∑
j=0

aj10
j , q =

m−1∑
j=0

bj10
j , m = 210, 0 ≤ aj , bj ≤ 9.

Then (3.8.34) gives

(3.8.38) pq = n
2046∑
k=0

(a ∗ b)(k) 10k, n = 211,

with a ∗ b given by convolution on Z/(n), n = 211, satisfying (3.8.36). The
FFT described below leads to an efficient evaluation of a∗b on Z/(211). This
does not quite give the decimal representation of pq as a 2048-digit integer,
since we only know that

(3.8.39) 0 ≤ n(a ∗ b)(k) < 100 · 211.
However, a straightforward process of “carrying” yields from (3.8.38) a rep-
resentation

(3.8.40) pq =
n−1∑
k=0

ck10
k, 0 ≤ ck ≤ 9, n = 211.
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The Fast Fourier Transform

We turn to the issue of providing an efficient evaluation of the Fourier
transform of a function f on Z/(n), which, recall, is given by

(3.8.41) f̂(j) =
1

n

∑
ℓ∈Z/(n)

f(ℓ)ω−jℓ, ω = e2πi/n.

For each fixed j, computing the right side of (3.8.41) involves n−1 additions
and n multiplications of complex numbers, plus n integer products jℓ = m
and loooking up ω−m and f(ℓ). If the computations for varying j are done
independently, the total effort to compute Ff involves n2 multiplications
and n(n − 1) additions of complex numbers, plus some further operations.
The Fast Fourier Transform (or FFT) is a method for computing Ff in
Cn(log n) steps, when n is a power of 2.

The possibility of doing this arises from observing redundancies in the
calculation of the Fourier coefficients f̂(j). To illustrate this in the case of
functions on Z/(4), we write

(3.8.42)
4f̂(0) = [f(0) + f(2)] + [f(1) + f(3)],

4f̂(2) = [f(0) + f(2)]− [f(1) + f(2)],

and

(3.8.43)
4f̂(1) = [f(0)− f(2)]− i[f(1)− f(3)],

4f̂(3) = [f(0)− f(2)] + i[f(1)− f(3)].

Note that each term in square brackets appears twice. Furthermore, (3.8.42)
gives the Fourier coefficients of a function on Z/(2). In fact, if

(3.8.44) f0(0) = f(0) + f(1), f0(1) = f(1) + f(3),

then

(3.8.45) 2f̂(2j) = f̂0(j), for j = 0 or 1.

Similarly, if we set

(3.8.46) f1(0) = f(0)− f(2), f1(1) = −i[f(1)− f(3)],

then

(3.8.47) 2f̂(2j + 1) = f̂1(j), for j = 0 or 1.

This phenomenon is a special case of a more general result, which leads to
a fast inductive procedure for evaluating Ff .

To proceed, assume n = 2k, and set

(3.8.48) Gk = Z/(n), n = 2k.
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Given f : Gk → C, define the functions

(3.8.49) f0, f1 : Gk−1 −→ C

by

f0(ℓ) = f(ℓ) + f(ℓ+ n/2),(3.8.50)

f1(ℓ) = ω−ℓ[f(ℓ)− f(ℓ+ n/2)], ω = e2πi/n.(3.8.51)

Note that the factor ω−ℓ in (3.8.51) makes f1(ℓ) well defined for ℓ ∈ Gk−1,
i.e., the right side of (3.8.51) is unchanged if ℓ is replaced by ℓ + n/2. In
other words,

(3.8.52) f ∈ ℓ2(Gk) yields f0, f1 ∈ ℓ2(Gk−1),

hence

(3.8.53) Ff ∈ ℓ2(Gk), and Ff0, Ff1 ∈ ℓ2(Gk−1).

The following result extends (3.8.42)–(3.8.43).

Proposition 3.8.1. Given f ∈ ℓ2(Gk), we have the following identities
relating the Fourier transforms of f0, f1, and f :

(3.8.54) 2f̂(2j) = f̂0(j),

and

(3.8.55) 2f̂(2j + 1) = f̂1(j),

for j ∈ {0, 1, . . . , 2k−1 − 1}.

Proof. Note that f̂0(j) and f̂1(j) are given by a formula parallel to (3.8.41),
with Z/(n) = Gk replaced by Gk−1 and ω replaced by ω2. Hence

(3.8.56)

nf̂(2j) =
2k−1∑
ℓ=0

f(ℓ)ω−2jℓ

=
2k−1−1∑
ℓ=0

[f(ℓ) + f(ℓ+ 2k−1)](ω2)−jℓ,

giving (3.8.54). Next, since ωn/2 = −1,

(3.8.57)

nf̂(2j + 1) =
2k−1∑
ℓ=0

f(ℓ)ω−ℓω−2jℓ

=

2k−1−1∑
ℓ=0

ω−ℓ[f(ℓ)− f(ℓ+ 2k−1)]ω−2jℓ,

giving (3.8.55). �
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Thus the problem of computing Ff , given f ∈ ℓ2(Gk), is transformed
after n/2 multiplications and n additions of complex numbers in (3.8.50)–
(3.8.51) to the problem of computing the Fourier transforms of two functions
on Gk−1. After n/4 new new multiplications and n/2 new additions for
each of these functions f0 and f1, i.e., after an additional total of n/2 new
multiplications and n additions, this is reduced to the problem of computing
four Fourier transforms of functions on Gk−2. After k iterations, we obtain
2k = n functions on G0 = Z/(1) = {0}, at which point we have the Fourier
coefficients of f . Doing this takes

kn = (log2 n)n additions and 1
2kn = 1

2(log2 n)n multiplications

of complex numbers, plus a comparable number of integer operations and
fetching from memory values of given or previously computed functions.

To describe explicitly this inductive procedure, it is convenient to bring
in some notation. To each j ∈ Z/(n), n = 2k, we assign the unique k-tuple

(3.8.58) J = (J1, J2, . . . , Jk)

of elements of {0, 1} such that

(3.8.59) J1 + J2 · 2 + · · ·+ Jk · 2k−1 = j mod n,

and set

(3.8.60) f#(J) = f̂(j).

Then the formulas (3.8.54)–(3.8.55) state that

(3.8.61)
2f#(0, J2, . . . , Jk) = f#0 (J2, . . . , Jk),

2f#(1, J2, . . . , Jk) = f#1 (J2, . . . , Jk).

The inductive procedure described above gives, from f0 and f1, defined on
Gk−1, the functions

(3.8.62) f00 = (f0)0, f01 = (f0)1, f10 = (f1)0, f11 = (f1)1,

defined on Gk−2, and so forth. We see from (3.8.60)–(3.8.61) that

(3.8.63) f̂(j) =
1

n
f#J (0) =

1

n
fJ(0).

From (3.8.50)–(3.8.51) we have an inductive formula for

(3.8.64) fJ1···JmJm+1 : Gk−m−1 −→ C,

given by

(3.8.65)
fJ1···Jm0(ℓ) = fJ1···Jm(ℓ) + fJ1···Jm(ℓ+ 2k−m−1),

fJ1···Jm1(ℓ) = ω−ℓ
m

[
fJ1···Jm(ℓ)− fJ1···Jm(ℓ+ 2k−m−1)

]
,
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where ωm is defined by ω0 = ω = e2πi/n (n = 2k), ωm−1 = ω2
m, i.e.,

(3.8.66) ωm = ω2m .

For the purpose of implementing this procedure in a computer program,
it is perhaps easier to work with integers j than with m-tuples (J1, . . . , Jm).
Therefore, let us set

(3.8.67) Fm(j + 2mℓ) = fJ1···Jm(ℓ),

where

(3.8.68) j = J1 + J2 · 2 + · · ·+ Jm · 2m−1 ∈ {0, 1, . . . , 2m − 1},
and

(3.8.69) ℓ ∈ {0, 1, . . . , 2k−m − 1}.
This defines Fm on {0, 1, . . . , 2k − 1}. For m = 0, we have

(3.8.70) F0(ℓ) = f(ℓ), 0 ≤ ℓ ≤ 2k − 1.

The iterative formulas in (3.8.65) translate to
(3.8.71)

Fm+1(j + 2m+1ℓ) = Fm(j + 2mℓ) + Fm(j + 2mℓ+ 2k−1),

Fm+1(j + 2m + 2m+1ℓ) = ω−ℓ
m

[
Fm(j + 2mℓ)− Fm(j + 2mℓ+ 2k−1)

]
,

for

(3.8.72) 0 ≤ ℓ ≤ 2k−m−1 − 1, 0 ≤ j ≤ 2m − 1.

The formula (3.8.63) for f̂ becomes

(3.8.73) f̂(j) =
1

n
Fk(j), 0 ≤ j ≤ 2k − 1.
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Real DFT

We can construct an orthonormal basis for ℓ2R(Z/(n)) by taking the real
and imaginary parts of the elements ej ∈ ℓ2(Z/(n)). Let us set

(3.8.74) ej = cj + isj ,

where

(3.8.75)
cj(k) = Re e2πijk/n = cos

2π

n
jk,

sj(k) = Im e2πijk/n = sin
2π

n
jk.

Note that s0 ≡ 0 and, if n is even sn/2 ≡ 0. Otherwise, since Tej = ωjej
and ωj ̸= ω−j , ej ⊥ e−j in ℓ2(Z/(n)), so

(3.8.76)
0 = (cj + isj , cj − isj)

= ∥cj∥2 − ∥sj∥2 + 2i(cj , sj),

and we have

(3.8.77) ∥cj∥2 = ∥sj∥2 =
1

2
, cj ⊥ sj , for 0 < j <

n

2
.

If also 0 < k < n/2 and j ̸= k, we have ej orthogonal to ek and to e−k,
hence to ck and to sk. This yields the following.

Proposition 3.8.2. An orthonormal basis of ℓ2R(Z/(n)) is given by the fol-
lowing set of vectors:

(3.8.78) e0 ≡ 1,
√
2cj ,

√
2sj , 1 ≤ j <

n

2
,

together with

(3.8.79) en/2,

if n is even.

Note that, if n is even

(3.8.80) en/2(k) = e2πik(n/2)/n = eπik = (−1)k.

Computations such as done in Proposition 3.4.4 exhibit the behavior of
T on this basis. Let us set

(3.8.81)
ωj = αj + βj

= cos
2π

n
j + i sin

2π

n
j.

Then the identity Tej = ωjej yields

(3.8.82) Tcj + iTsj = (αj + iβj)(cj + isj),
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hence

(3.8.83)
Tcj = αjcj − βjsj ,

T sj = βjcj + αjsj ,

a set of identities completed by

(3.8.84) Te0 = e0,

and, if n is even,

(3.8.85) Ten/2 = −en/2.

We now take the Fourier transform F on ℓ2(Z/(n)) and produce a pair
of transforms

(3.8.86) Fc, Fs : ℓ
2
R(Z/(n)) −→ ℓ2R(Z/(n)),

as follows. If f is real valued, we split f̂(j) into its real and imaginary parts,

(3.8.87) f̂(j) = f̂c(j) + if̂s(j),

where

(3.8.88)

f̂c(j) = (f, cj) =
1

n

∑
k∈Z/(n)

f(k) cos
2π

n
jk,

f̂s(j) = −(f, sj) = − 1

n

∑
k∈Z/(n)

f(k) sin
2π

n
jk.

Note that

(3.8.89) f real =⇒ f̂(−j) = f̂(j),

so, as in Proposition 3.8.2, we use (3.8.87)–(3.8.88) for 1 ≤ j < n/2. We
also have

(3.8.90) f̂c(0) = (f, e0) =
1

n

∑
k∈Z/(n)

f(k),

and, if n is even,

(3.8.91) f̂c

(n
2

)
= (f, en/2) =

1

n

∑
k∈Z/(n)

(−1)kf(k).

We set f̂s(j) = 0 for j = 0 and (if n is even) for j = n/2. Then Fc and Fs

in (3.8.86) are defined by

(3.8.92) Fcf(j) = f̂c(j), Fsf(j) = f̂s(j).

In light of Proposition 3.8.2, we have

(3.8.93) ∥f∥2 = |f̂c(0)|2 + 2
∑

1≤j<n/2

{
|f̂c(j)|2 + f̂s(j)|2

}
,

plus |f̂c(n/2)|2 if n is even.
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We next examine how the convolution operator Cf , given by

(3.8.94) Cfg = f ∗ g,
behaves on the basis (3.8.78)–(3.8.79), when f is real valued. This follows
from the readily established identity

(3.8.95) Cfej = f̂(j)ej ,

valid for complex valued f (and essentially equivalent to (3.8.29)). Writing

ej as in (3.8.74) and f̂(j) as in (3.8.87), we have

(3.8.96) Cfcj + iCfsj = (f̂c(j) + if̂s(j))(cj + isj),

hence

(3.8.97)
Cfcj = f̂c(j)cj − f̂s(j)sj ,

Cfsj = f̂s(j)cj + f̂c(j)sj .
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Exercises

1. Define δj ∈ ℓ2(Z/(n)) by

δj(k) = 1, if j = k in Z/(n),
0, otherwise.

Show that, for all g ∈ ℓ2(Z/(n)),

g =
∑
j

g(j)δj =
∑
j

g(j)T−jδ0.

2. Show that

f ∗ g = g ∗ f =
∑
j

g(j)T−jf.

3. Given Cfg = f ∗ g, show that Cf commutes with T .

4. Assume S : ℓ2(Z/(n)) → ℓ2(Z/(n)) commutes with T . Show that

Sg = Cfg, for f = Sδ0.

5. Given f, g ∈ ℓ2R(Z/(n)), show that

Fc(f ∗ g)(j) = f̂c(j)ĝc(j)− f̂s(j)ĝs(j),

Fs(f ∗ g)(j) = f̂c(j)ĝs(j) + f̂s(j)ĝc(j).

Hint. Use F(f ∗ g)(j) = f̂(j)ĝ(j), together with

f̂(j) = f̂c(j) + if̂s(j),

etc.

In exercises below, we define multiplication operators Mu on ℓ2(Z/(n)) by

Muf(k) = u(k)f(k).

6. Show that

FCf =Mf̂F , FT =Me1F ,

where e1(j) = ωj . These identities are called intertwining relations.
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7. Define forward and backward difference operator on ℓ2(Z/(n)) by

∂+f(k) = f(k + 1)− f(k), ∂−f(k) = f(k)− f(k − 1).

Show that

∂+ = T − I, ∂− = I − T−1, ∂∗+ = −∂−,
and that

F∂+ =Me1−1F , F∂− =M1−e1F .

8. Set

∆ = ∂+∂−.

Show that

∆ = T − 2I + T−1,

and

F∆ = −M|ξ|2F ,
where

ξ(j) = ωj − 1, |ξ(j)|2 = 2
(
1− cos

2π

n
j
)
.

9. Define J on ℓ2(Z/(n)) by

J f(k) = f(−k).

Show that

F∗ = JF = FJ ,
and deduce via (3.8.26) that

F2 = n−1J .

10. Define the unitary operator Φ on ℓ2(Z/(n)) by

Φ = n1/2F .

Show that the various intertwining relations in Exercises 6–8 hold with F
replaced by Φ, and that

Φ2 = J , Φ4 = I.

11. Show that

∆ = −Φ−1M|ξ|2Φ.

12. Let

H = −∆+M|ξ|2 .
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Show that
ΦHΦ−1 = H.

Hint. Reduce this to showing that

Φ2M|ξ|2 =M|ξ|2Φ
2,

i.e., JM|ξ|2 =M|ξ|2J .



Chapter 4

Further basic concepts:
duality, convexity,
positivity

This chapter takes up four topics that are basic to linear algebra at the
level we have reached so far. Two of them, duality and quotient spaces, will
play an important role in the next chapter. The other two, convexity and
positivity, are presented for their intrinsic interest, with pointers to further
literature on their applications.

Section 4.1 deals with duality. If V is a vector space over F, its dual,
denoted V ′, consists of linear maps from V to F; in other words, V ′ =
L(V,F). We denote the dual pairing by

(4.0.1) ⟨v, w⟩, v ∈ V, w ∈ V ′.

If dimV = n and {e1, . . . , en} is a basis of V , then V ′ has a basis {ε1, . . . , εn},
called the dual basis, satisfying

(4.0.2) ⟨ej , εk⟩ = δjk, 1 ≤ j, k ≤ n.

Also, if A ∈ L(V,W ), we have the transpose At ∈ L(W ′, V ′), satisfying

(4.0.3) ⟨Av,w⟩ = ⟨v,Atw⟩, v ∈ V, w ∈W ′.

Section 4.2 treats convex sets. If V is a vector space, a subset K ⊂ V is
convex provided that, for each x, y ∈ K, tx+ (1− t)y ∈ K for all t ∈ [0, 1],
that is to say, the line segment from x to y is contained inK. We concentrate
on convex sets that are closed and bounded, and assume dimV < ∞. One
result is that K is equal to the intersection of all half-spaces that contain it.

167
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Another result involves extreme points, i.e., points p ∈ K that must be an
endpoint of each line segment in K containing p. It is shown that whenever
dimV < ∞ and K ⊂ V is a convex set that is closed and bounded, then
each point in K is a limit of a sequence of convex combinations of extreme
points of K (we say K is the closed convex hull of the set of extreme points).

Section 4.3 treats quotient spaces. If V is a vector space and W a linear
subspace, the quotient V/W consists of equivalence classes of elements of V ,
where we say v ∼ v′ ⇔ v − v′ ∈W . The quotient V/W has the structure of
a vector space. When dimV <∞, we have

(4.0.4) dimV/W = dimV − dimW.

It is shown that if T ∈ L(V,X), then

(4.0.5) R(T ) ≈ V/N (T ).

Together, (4.0.4)–(4.0.5) imply the fundamental theorem of linear algebra,
from §1.3. Another result established in §4.3 is the isomorphism

(4.0.6) (V/W )′ ≈W⊥,

where, when W ⊂ V is a linear subspace,

(4.0.7) W⊥ = {v ∈ V ′ : ⟨w, v⟩ = 0, ∀w ∈W}.

Section 4.4 treats a class of matrices A ∈M(n,R) whose entries ajk are
all ≥ 0, i.e., positive matrices. We say A is strictly positive if each ajk > 0.

We say a positive matrix A is primitive if some power Ak is strictly positive,
and we say it is irreducible if

(4.0.8) A+
1

2
A2 +

1

3!
A3 + · · · is strictly positive.

A key result called the Perron-Frobenius theorem shows that if A is positive
and irreducible, then there exist

(4.0.9) λ > 0, v ∈ Rn strictly positive, such that Av = λv,

where to say v = (v1, . . . , vn)
t is strictly positive is to say each vj > 0. Under

such conditions, the adjoint At is also positive and irreducible, and one has

(4.0.10) µ > 0, w ∈ Rn strictly positive, such that Atw = µw,

and in fact

(4.0.11) µ = λ.

Of particular interest are positive matrices A whose rows all sum to 1.
These are called stochastic matrices, and (4.0.9) holds with λ = 1, v = 1 =
(1, . . . , 1)t. If such A is irreducible, then one has (4.0.10)–(4.0.11), so

(4.0.12) Atp = p, p ∈ Rn, strictly positive.
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We can normalize p so that its components sum to 1 (i.e., p · 1 = 1), and
regard p as an invariant probability distribution on the set {1, . . . , n}. A
further result established in §4.4 is that if A is a primitive stochastic matrix,
then

(4.0.13) Ak −→ P, as k → ∞,

where P ∈M(n,R) is a projection, given by

(4.0.14) P = 1pt.

Hence also (At)k → Pt = p1t.

Another topic treated in §4.4 is the notion of a Markov semigroup, which
is a set of matrices of the form

(4.0.15) {etX : t ≥ 0}, X ∈M(n,R),
such that etX is a stochastic matrix for each t ≥ 0. We characterize exactly
which X ∈M(n,R) give rise to such a Markov semigroup.
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4.1. Dual spaces

If V is an n-dimensional vector space over F (R or C), its dual space V ′ is
defined to be the space of linear transformations

(4.1.1) w : V −→ F.

We often use the notation

(4.1.2) w(v) = ⟨v, w⟩, v ∈ V, w ∈ V ′,

to denote this action. The space V ′ is a vector space, with vector operations

(4.1.3) ⟨v, w1 + w2⟩ = ⟨v, w1⟩+ ⟨v, w2⟩, ⟨v, aw⟩ = a⟨v, w⟩.

If {e1, . . . , en} is a basis of V , then an element w ∈ V ′ is uniquely determined
by its action on these basis elements:

(4.1.4) ⟨a1e1 + · · ·+ anen, w⟩ =
∑

ajwj , wj = ⟨ej , w⟩.

Note that we can write

(4.1.5) w =
n∑

j=1

wjεj ,

where εj ∈ V ′ is determined by

(4.1.6) ⟨ej , εk⟩ = δjk,

where δjk = 1 if j = k, 0 otherwise. It follows that each w ∈ V ′ is written
uniquely as a linear combination of {ε1, . . . , εn}. Hence

(4.1.7) {ε1, . . . , εn} is a basis of V ′.

We say {ε1, . . . , εn} is the dual basis to {e1, . . . , en}. It also follows that

(4.1.8) dimV = n =⇒ dimV ′ = n.

Note that, not only is (4.1.2) linear in v ∈ V for each w ∈ V ′, it is also
linear in w ∈ V ′ for each v ∈ V . This produces a natural map

(4.1.9) j : V −→ (V ′)′.

Proposition 4.1.1. If dimV <∞, the map j in (4.1.9) is an isomorphism.

Proof. This follows readily from the material (4.1.4)–(4.1.8), as the reader
can verify. �

Remark. If dimV = ∞, it still follows that j in (4.1.9) is injective, though
we do not show this here. However, j is typically not surjective in such a
case. In the rest of this section, we assume all vector spaces under discussion
are finite dimensional.
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Remark. Given {ε1, . . . , εn} in (4.1.5)–(4.1.7) as the basis of V ′ dual to
{e1, . . . , en}, its dual basis in turn is

(4.1.10) {e1, . . . , en},

under the identification

(4.1.11) V ≈ (V ′)′

of Proposition 4.1.1.

We turn to associating to a linear map A : V → W between two finite
dimensional vector spaces the transpose,

(4.1.12) At :W ′ −→ V ′,

defined by

(4.1.13) ⟨v,Atω⟩ = ⟨Av, ω⟩, v ∈ V, ω ∈W ′.

It is readily verified that, under (4.1.11) and its counterpart (W ′)′ ≈W ,

(4.1.14) (At)t = A.

If also B :W → X, with transpose Bt : X ′ →W ′, then

(4.1.15) (BA)t = AtBt.

Exercises

1. Show that if dimV <∞ and A ∈ L(V ), with transpose At ∈ L(V ′), then
A and At have the same characteristic polynomial and the same minimal
polynomial,

SpecAt = SpecA, dim E(At, λ) = dim E(A, λ),
and dimGE(At, λ) = dimGE(A, λ).

2. Express the relation between the matrix representation of A ∈ L(V ) with
respect to a basis of V and the matrix representation of At with respect to
the dual basis of V ′.

3. Let Pn denote the space of polynomials in x of degree ≤ n. Consider the
subset {ψ0, ψ1, . . . , ψn} of P ′

n defined by

⟨p, ψk⟩ = p(k).
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Show that this is a basis of P ′
n. Exhibit the dual basis (of Pn).

Hint. See the results on the Lagrange interpolation formula, in Proposition
1.2.1.

4. Take the following basis {δk : 0 ≤ k ≤ n} of P ′
n,

⟨p, δk⟩ = p(k)(0).

Express {ψk} as a linear combination of {δk}, and vice-versa.
Hint. For one part, write down the power series expansion of p(x) about
x = 0, and then evaluate at x = k ∈ {0, . . . , n}. Show that this yields

ψk =

n∑
ℓ=0

kℓ

ℓ!
δℓ.

Relate the task of inverting this both to the Lagrange interpolation formula
and to material on the Vandermonde determinant.

5. Given the basis {qk(x) = xk : 0 ≤ k ≤ n} of Pn, express the dual basis
{εk : 0 ≤ k ≤ n} of P ′

n as a linear combination of {ψk}, described in Exercise
3, and also as a linear combination of {δk}, described in Exercise 4.

6. If dimV <∞, show that the trace yields natural isomorphisms

L(V )′ ≈ L(V ), L(V )′ ≈ L(V ′),

via
⟨A,B⟩ = TrAB, A,B ∈ L(V ),

and
⟨A,C⟩ = TrACt, C ∈ L(V ′).

7. Let V be a real vector space, of dimension n. Show that there is a natural
one-to-one correspondence (given by (u, v) = ⟨u, ι(v)⟩) between
(A) inner products on V (as discussed in §3.1)
(B) isomorphisms ι : V → V ′ having the property that ι coincides with

ιt : V −→ V ′,

where we identify V ′′ with V as in (4.1.9), and the property that

0 ̸= u ∈ V =⇒ ⟨u, ι(u)⟩ > 0.
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4.2. Convex sets

Here V will be a vector space over R, of dimension n. We assume V is an
inner product space. We could just put V = Rn, carrying the standard dot
product, but it is convenient to express matters in a more general setting.

A subset K ⊂ V is called convex if

(4.2.1) x, y ∈ K, 0 ≤ t ≤ 1 =⇒ tx+ (1− t)y ∈ K.

In other words, we require that if x and y are in K, then the line segment
joining x and y is also in K. We will mainly be interested in closed convex
sets. A set S ⊂ V is closed if, whenever xν ∈ S and xν → x (we say x is
a limit point), then x ∈ S. The closure S of a set S contains S and all its
limit points. It readily follows that if K ⊂ V is convex, so is K.

Here is a useful result about convex sets.

Proposition 4.2.1. If K ⊂ V is a nonempty, closed, convex set and p ∈
V \K, then there is a unique point q ∈ K such that

(4.2.2) |q − p| = inf
x∈K

|x− p|.

Proof. The existence of such a distance minimizer follows from basic prop-
erties of closed subsets of Rn; cf. Chapter 2 of [23]. As for the uniqueness,
if p /∈ K and q, q′ ∈ K satisfy

(4.2.3) |q − p| = |q′ − p|,

and if q ̸= q′, then one verifies that q̃ = (q + q′)/2 satisfies

(4.2.4) |q̃ − p| < |q − p|.

�

The uniqueness property actually characterizes convexity:

Proposition 4.2.2. Let K ⊂ V be a closed, nonempty set, with the property
that, for each p ∈ V \K, there is a unique q ∈ K such that (4.2.2) holds.
Then K is convex.

Proof. If x, y ∈ K, t0 ∈ (0, 1), and t0x + (1 − t0)y /∈ K, one can find
t1 ∈ (0, 1) and p = t1x+ (1− t1)y /∈ K equidistant from two distinct points
q and q′ realizing (4.2.2). Details are left to the reader. �

Closed convex sets can be specified in terms of which half-spaces contain
them. A closed half-space in V is a subset of V of the form

(4.2.5) {x ∈ V : α(x) ≤ α0} for some α0 ∈ R, some nonzero α ∈ V ′.

Here is the basic result.
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Proposition 4.2.3. Let K ⊂ V be a closed convex set, and let p ∈ V \K.
Then there exists a nonzero α ∈ V ′ and an α0 ∈ R such that

(4.2.6)
α(p) > α0, α(x) ≤ α0, ∀x ∈ K, and

α(q) = α0 for some q ∈ K.

Proof. Using Proposition 4.2.1, take q ∈ K such that (4.2.2) holds. Then
let α(x) = (x, p − q) (the inner product). Then one can verify that (4.2.6)
holds, with α0 = (q, p− q). �

Corollary 4.2.4. In the setting of Proposition 4.2.3, given p ∈ V \K, there
exists a closed half-space H, with boundary ∂H = L, such that

(4.2.7) p /∈ H, K ⊂ H, K ∩ L ̸= ∅.

Corollary 4.2.5. If K ⊂ V is a nonempty, closed, convex set, then K is
the intersection of the collection of all closed half-spaces containing K.

A set L = ∂H, where H is a closed half-space satisfyingK ⊂ H, K∩L ̸=
∅, is called a supporting hyperplane of K. If K is a compact, convex set,
one can pick any nonzero α ∈ V ′, and consider

(4.2.8) L = {x ∈ V : α(x) = α0}, α0 = sup
x∈K

α(x).

Such L is a supporting hyperplane for K. See Figure 4.2.1 for an illustration
of supporting hyperplanes.

Extreme points

Let K ⊂ V be a closed, convex set. A point x ∈ K is said to be an
extreme point of K if it must be an endpoint of any line segment in K
containing x. See Figure 4.2.2 for an illustration. If K ⊂ V is a linear
subspace, then K has no extreme points. Our goal is to show that if K ⊂ V
is a compact (i.e., closed and bounded) convex subset of V , then it has lots
of extreme points. We aim to prove the following, a special case of a result
known as the Krein-Milman theorem.

Proposition 4.2.6. Let K ⊂ V be a compact, convex set. Let E be the set
of extreme points of K, and let F be the closed, convex hull of E, i.e., the
closure of the set of points

(4.2.9)
∑

ajxj , xj ∈ E, aj ≥ 0,
∑

aj = 1.

Then F = K.

We first need to show that E ̸= ∅. The following will be a convenient
tool.
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Figure 4.2.1. Convex set K and three supporting hyperplanes

Lemma 4.2.7. Let K ⊂ V be a compact, convex set, and let L = ∂H be a
supporting hyperplane (so K1 = K ∩L ̸= ∅). If x1 ∈ K1 is an extreme point
of K1, then x1 is an extreme point of K.

Proof. Exercise. �

Lemma 4.2.8. In the setting of Lemma 4.2.7, each supporting hyperplane
of K contains an extreme point of K.

Proof. We proceed by induction on the dimension n = dimV . The result
is clear for n = 1, which requires K to be a compact interval (or a point).
Suppose such a result is known to be true when n < N (N ≥ 2). Now
assume dimV = N . Let L = ∂H be a supporting hyperplane of K, so
K1 = L ∩K ̸= ∅. Translating, we can arrange that 0 ∈ L, so L is a vector
space and dimL = N − 1. Arguing as in (4.2.8), there is a supporting
hyperplane L1 = ∂H1 of K1, so K2 = K1 ∩ L1 ̸= ∅. By induction, K1 has
an extreme point in L1. By Lemma 4.2.7, such a point must be an extreme
point for K. �
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Figure 4.2.2. Convex set K, and its extreme points, E

Proof of Proposition 4.2.6. Under the hypotheses of Proposition 4.2.6,
we know now that E ̸= ∅ and F is a (nonempty) compact, convex subset
of K. Suppose F is a proper subset of K, so there exists p ∈ K, p /∈ F .
By Proposition 4.2.3, with F in place of K, there exists α ∈ V ′ and α0 ∈ R
such that

(4.2.10) α(p) > α0, α(x) ≤ α0, ∀x ∈ F.

Now let

(4.2.11) α1 = sup
x∈K

α(x), L̃ = {x ∈ V : α(x) = α1}.

Then L̃ is a supporting hyperplane for K, so by Lemma 4.2.8, L̃ contains

an extreme point of K. However, since α1 > α0, L̃ ∩ F = ∅, so L̃ ∩ E = ∅.
This is a contradiction, so our hypothesis that F is a proper subset of K
cannot work. This proves Proposition 4.2.6. �
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Exercises

1. Let A : V → W be linear and let K ⊂ V be a compact, convex set,
E ⊂ K its set of extreme points. Show that A(K) ⊂ W is a compact,
convex set and A(E) contains the set of extreme points of A(K).

2. Let Σ ⊂ Sn−1 be a proper closed subset of the unit sphere Sn−1 ⊂ Rn,
and let K be the closed convex hull of Σ. Show that K must be a proper
subset of the closed unit ball B ⊂ Rn.

3. Let K1 and K2 be compact, convex subsets of V that are disjoint (K1 ∩
K2 = ∅). Show that there exists a hyperplane L = ∂H separating K1 and
K2, so, e.g., K1 ⊂ H, K2 ⊂ V \H.
Hint. Pick p ∈ K1, q ∈ K2 to minimize distance. Let L pass through the
midpoint of the line segment γ from p to q and be orthogonal to this segment.

4. Let K be the subset of L(Rn) consisting of positive-semidefinite, sym-
metric matrices A with operator norm ∥A∥ ≤ 1. Describe the set of extreme
points of K, as orthogonal projections.
Hint. Diagonalize.

5. Consider the following variant of Exercise 4. Let A ∈ L(Rn) be a sym-
metric matrix, let A ⊂ L(Rn) be the linear span of I and the powers of A,
and let K consist of positive semi-definite matrices in A, of operator norm
≤ 1. Describe the set of extreme points of K.
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4.3. Quotient spaces

Let V be a vector space over F (R or C), and letW ⊂ V be a linear subspace.
The quotient space V/W consists of equivalence classes of elements of V ,
where, for v, v′ ∈ V ,

(4.3.1) v ∼ v′ ⇐⇒ v − v′ ∈W.

Given v ∈ V , we denote its equivalence class in V/W by [v]. Then V/W has
the structure of a vector space, with vector operations

(4.3.2) [v1] + [v2] = [v1 + v2], a[v] = [av],

given v, v1, v2 ∈ V, a ∈ F. These operations are well defined, since

(4.3.3) v1 ∼ v′1, v2 ∼ v′2 =⇒ v1 + v2 ∼ v′1 + v′2

and

(4.3.4) v ∼ v′ =⇒ av ∼ av′.

As seen in §1.3, if dimV = n <∞ andW ⊂ V is a linear subspace, then
dimW = m ≤ n (and m < n unless W = V ). Furthermore, given any basis
{w1, . . . , wm} of W , there exist vm+1, . . . , vn ∈ V such that

(4.3.5) {w1, . . . , wm, vm+1, . . . , vn}
is a basis of V . It readily follows that

(4.3.6) {[vm+1], . . . , [vn]} is a basis of V/W,

so

(4.3.7) dimV/W = dimV − dimW,

if dimV <∞.

We denote the quotient map by Π:

(4.3.8) Π : V −→ V/W, Πv = [v].

This is a linear map. We have R(Π) = V/W and N (Π) =W .

Proposition 4.3.1. Take W ⊂ V as above and let X be a vector space and
T : V → X be a linear map. Assume N (T ) ⊃ W . Then there exists a
unique linear map S : V/W → X such that

(4.3.9) S ◦Π = T.

Proof. We need to take

(4.3.10) S[v] = Tv.

Now, under our hypotheses,

(4.3.11) v ∼ v′ ⇒ v − v′ ∈W ⇒ T (v − v′) = 0 ⇒ Tv = Tv′,

so (4.3.10) is well defined, and gives rise to (4.3.9). �
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Proposition 4.3.2. In the setting of Proposition 4.3.1,

(4.3.12) N (S) = N (T )/W.

Corollary 4.3.3. If T : V → X is a linear map, then

(4.3.13) R(T ) ≈ V/N (T ).

In case dimV < ∞, we can combine (4.3.13) and (4.3.7) to recover the
result that

(4.3.14) dimV − dimN (T ) = dimR(T ),

established in §1.3.
If W ⊂ V is a linear subspace, we set

(4.3.15) W⊥ = {α ∈ V ′ : ⟨w,α⟩ = 0, ∀w ∈W}.

Applying Proposition 4.3.1 with X = F, we see that to each α ∈ W⊥ there
corresponds a unique α̃ : V/W → F (i.e., α̃ ∈ (V/W )′) such that

(4.3.16) α̃ ◦Π = α.

The correspondence α 7→ α̃ is a linear map:

(4.3.17) γ :W⊥ −→ (V/W )′.

Note that if α ∈W⊥, then α̃ ∈ (V/W )′ is defined by

(4.3.18) ⟨[v], α̃⟩ = ⟨v, α⟩,

so α̃ = 0 ⇔ α = 0. Thus γ in (4.3.17) is injective. Conversely, given
β : V/W → F, we have β = γ(α) with α = β ◦ Π, so γ in (4.3.17) is also
surjective. To summarize,

Proposition 4.3.4. The map γ in (4.3.17) is an isomorphism:

(4.3.19) W⊥ ≈ (V/W )′.
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Exercises

1. Let P denote the space of all polynomials in x. Let

Q = {p ∈ P : p(1) = p(−1) = 0}.
Describe a basis of P/Q. What is its dimension?

2. Let Pn be the space of polynomials in x of degree ≤ n. Let En ⊂ Pn

denote the set of even polynomials of degree ≤ n. Describe a basis of Pn/En.
What is its dimension?

3. Do Exercise 2 with En replaced by On, the set of odd polynomials of
degree ≤ n.

4. Let A ∈ M(n,C) be self adjoint (A = A∗). Let A ⊂ M(n,C) be the
linear span of I and the powers of A. Let

B = {B ∈M(n,C) : AB = BA}.
Note that A ⊂ B. Describe

B/A
in terms of the multiplicity of the eigenvalues of A.

5. Do Exercise 4, with the hypothesis that A = A∗ replaced by the hypoth-
esis that A is nilpotent. Describe B/A in terms of the Jordan normal form
of A.
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4.4. Positive matrices and stochastic matrices

Let A be a real n× n matrix, i.e.,

(4.4.1) A = (ajk) ∈M(n,R).

We say A is positive if ajk ≥ 0 for each j, k ∈ {1, . . . , n}. There is a circle
of results about certain classes of positive matrices, known collectively as
the Perron-Frobenius theorem, which we aim to treat here. We start with
definitions of these various classes.

We say A is strictly positive if ajk > 0 for each such j, k. We say A is
primitive if some power Am is strictly positive. We say A is irreducible if,
for each j, k ∈ {1, . . . , n}, there exists m = m(j, k) such that the (j, k) entry
of Am is > 0. An equivalent condition for a positive A to be irreducible is
that

(4.4.2) B =

∞∑
k=1

1

k!
Ak = eA − I

is strictly positive. Clearly

(4.4.3) A strictly positive ⇒ A primitive ⇒ A irreducible.

An example of a positive matrix A that is irreducible but not primitive is

(4.4.4) A =

(
0 1
1 0

)
.

We will largely work under the hypothesis that A is positive and irreducible.

Here is another perspective. With v = (v1, . . . , vn)
t denoting an element

of Rn, let

(4.4.5) Cn
+ = {v ∈ Rn : vj ≥ 0, ∀ j},

◦
C

n

+ = {v ∈ Rn : vj > 0, ∀ j}.

One verifies that, for A ∈M(n,R),

(4.4.6) A positive ⇐⇒ A : Cn
+ → Cn

+.

Also, given A positive

(4.4.7) A irreducible =⇒ A : Cn
+ \ 0 → Cn

+ \ 0.

In fact,

(4.4.8) B strictly positive =⇒ B : Cn
+ \ 0 →

◦
C

n

+,

and if B = eA − I, then Av = 0 ⇒ Bv = 0, so (4.4.7) follows from (4.4.8).

The first part of the Perron-Frobenius theorem is the following key result.
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Proposition 4.4.1. If A ∈M(n,R) is positive and satisfies the conclusion
of (4.4.7), then there exist

(4.4.9) λ > 0, v ∈ Cn
+ \ 0, such that Av = λv.

Proof. With ⟨ , ⟩ denoting the standard inner product on Rn, let

(4.4.10) Σ = {v ∈ Cn
+ : ⟨1, v⟩ = 1}, 1 =

1
...
1

 .

Thus Σ is a compact, convex subset of Rn. We define

(4.4.11) Φ : Σ −→ Σ

by

(4.4.12) Φ(v) =
1

⟨1, Av⟩
Av.

Note that the hypotheses that A : Σ → Cn
+ \0 implies ⟨1, Av⟩ > 0 for v ∈ Σ.

It follows that Φ in (4.4.11) is continuous. We can invoke the following
result.

Brouwer fixed point theorem. If Σ ⊂ Rn is a compact, convex set and
Φ : Σ → Σ is a continuous map, then Φ has a fixed point, i.e., there exists
v ∈ Σ such that Φ(v) = v.

A proof of this result is given in Chapter 5 of [24]. In the setting of
(4.4.11), we have a vector v ∈ Σ such that

(4.4.13) Av = ⟨1, Av⟩v.
This proves Proposition 4.4.1. �

From here, we have:

Proposition 4.4.2. If A is positive and irreducible, and (4.4.9) holds, then

each component of v is > 0, so in fact v ∈
◦
C

n

+.

Proof. If Av = λv, then Bv = (eλ − 1)v. Now (4.4.8) implies Bv ∈
◦
C

n

+, so

v ∈
◦
C

n

+. �

Clearly if A is positive and irreducible, so is its transpose, At, so we have
the following.

Proposition 4.4.3. If A is positive and irreducible, then there exist

(4.4.14) w ∈
◦
C

n

+ and µ > 0 such that Atw = µw.
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It is useful to have the following more precise result.

Proposition 4.4.4. In the setting of Proposition 4.4.3, given (4.4.9) and
(4.4.14),

(4.4.15) µ = λ.

Proof. We have

(4.4.16) λ⟨v, w⟩ = ⟨Av,w⟩ = ⟨v,Atw⟩ = µ⟨v, w⟩.

Since v, w ∈
◦
C

n

+ ⇒ ⟨v, w⟩ > 0, this forces µ = λ. �

To proceed, let us replace A by λ−1A, which we relabel as A, so (4.4.9)
holds with λ = 1, and we have

(4.4.17) Av = v, v =

v1...
vn

 , vj > 0, ∀ j.

If we replace the standard basis {e1, . . . , en} of Rn by {f1, . . . , fn}, with
fj = vjej , then, with respect to this new basis, A is a positive, irreducible
matrix, and

(4.4.18) A1 = 1,

with 1 as in (4.4.10). A positive matrix A satisfying (4.4.18) is called a
stochastic matrix.

To continue, if A is an irreducible stochastic matrix, (4.4.14)–(4.4.15)
yield a vector p such that

(4.4.19) Atp = p, p =

p1...
pn

 , pj > 0,

and we can normalize this eigenvector so that

(4.4.20)
∑
j

pj = 1.

In connection with this, let us note that

(4.4.21) ⟨1, Atw⟩ = ⟨A1, w⟩ = ⟨1, w⟩,

so

(4.4.22) At : Σ −→ Σ,

with Σ as in (4.4.10).
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We now introduce two norms on Rn:

(4.4.23) ∥v∥∞ = sup
j

|vj |, ∥v∥1 =
∑
j

|vj |,

given v = (v1, . . . , vj)
t ∈ Rn. We see that if A is a stochastic matrix, so

(4.4.18) holds, then

(4.4.24) ∥A∥∞ = 1, and ∥At∥1 = 1,

where ∥A∥∞ is the operator norm of A with respect to the norm ∥ ∥∞ on
Rn, and ∥At∥1 is the operator norm of At with respect to the norm ∥ ∥1 on
Rn. It follows that all the eigenvalues of A and of At have absolute value
≤ 1.

Before stating the next result, we set up some notation. If A is an
irreducible stochastic matrix, and p is as in (4.4.19)–(4.4.20), let V ⊂ Rn

be the orthogonal complement of p:

(4.4.25) V = {v ∈ Rn : ⟨v,p⟩ = 0}.

It follows that

(4.4.26) Rn = V ⊕ Span1, A : V → V.

Proposition 4.4.5. Let A ∈M(n,R) be a strictly positive stochastic matrix.
Then

(4.4.27) ∥A|V ∥∞ < 1.

Proof. This follows from the observation that if A is strictly positive and
its row sums are all 1, then

(4.4.28) v ∈ Rn, v /∈ Span1 =⇒ ∥Av∥∞ < ∥v∥∞.

�

Recalling how we modified a positive, irreducible matrix to obtain a
stochastic matrix, we have the following.

Corollary 4.4.6. Let B ∈ M(n,R) be strictly positive, so B has an eigen-

value λ > 0 with associated eigenvector v0 ∈
◦
C

n

+, and B
t has a λ-eigenvector

w0 ∈
◦
C

n

+. Let V be the orthogonal complement of w0, so

(4.4.29) Rn = V ⊕ Span v0 and B : V → V.

Then

(4.4.30) β ∈ SpecB|V =⇒ |β| < λ.

Corollary 4.4.7. In the setting of Corollary 4.4.6, λ is an eigenvalue of B
of algebraic multiplicity 1.
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That is to say, the generalized eigenspace GE(B, λ) of B associated to
the eigenvalue λ is 1-dimensional, spanned by v0.

Proposition 4.4.8. Let A ∈ M(n,R) be an irreducible stochastic matrix.
Then 1 is an eigenvalue of A of algebraic multiplicity 1.

Proof. Form B = eA−I, as in (4.4.2). Then B is strictly positive, so Corol-
laries 4.4.6–4.4.7 apply. Note that 1 is an eigenvector of B, with eigenvalue
e−1. Now each vector in the generalized eigenspace GE(A, 1) of A is also in
the generalized eigenspace GE(B, e− 1) of B. By Corollary 4.4.7, this latter
space is 1-dimensional. �

To state the next result, we bring in the following notation. Given the
direct sum decomposition (4.4.26), let P denote the projection of Rn onto
Span1 that annihilates V .

Proposition 4.4.9. Let A ∈ M(n,R) be a stochastic matrix, and assume
A is primitive. Then, given v ∈ Rn,

(4.4.31) Akv −→ Pv, as k → ∞.

Proof. The hypothesis implies that, for some m ∈ N, B = Am is a strictly
positive stochastic matrix. Proposition 4.4.5 applies, to give

(4.4.32) ∥BV ∥∞ = β < 1, BV = B|V .
Now, given v ∈ Rn, j ∈ N, ℓ ∈ {0, . . . ,m− 1},

(4.4.33)

Ajm+ℓ = AℓAjmv

= AℓBjv

= Aℓ(Pv +Bj
V (I − P)v)

= Pv +AℓBj
V (I − P)v,

and

(4.4.34) ∥AℓBj
V (I − P)v∥∞ ≤ βj∥(I − P)v∥∞.

This completes the proof. �

Note. In the setting of Proposition 4.4.9, we also have

(4.4.35) (At)k −→ Pt, as k → ∞.

More precisely,

(4.4.36) (At)jm+ℓ = Pt + (AℓBj
V (I − P))t,

and

(4.4.37) ∥(AℓBj
V (I − P))t∥1 = ∥AℓBj

V (I − P)∥∞ ≤ βj∥I − P∥∞.
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Note also that Pt is the projection of Rn onto Spanp that annihilates {u ∈
Rn : ⟨u,1⟩ = 0}. We also have

(4.4.38) P = 1pt, Pt = p1t.

If A is a stochastic matrix, the set {Ak : k ∈ Z+} is called a discrete-time
Markov semigroup. It is also of interest to consider the following continuous
time analogue.

Definition. Given X ∈M(n,R), we say

(4.4.39) {etX : t ≥ 0}

is a Markov semigroup provided etX is a stochastic matrix for each t ≥ 0.
In such a case, we say X generates a Markov semigroup.

The following result characterizes n× n Markov semigroups.

Proposition 4.4.10. A matrix X = (xjk) ∈ M(n,R) generates a Markov
semigroup if and only if

(4.4.40) X1 = 0,

and

(4.4.41) xjk ≥ 0 whenever j ̸= k.

Proof. First, assume X generates a Markov semigroup. Since

(4.4.42)
d

dt
etX
∣∣∣
t=0

= X,

we see that the relation etX1 ≡ 1 implies (4.4.40). The positivity (4.4.41)
follows from (4.4.42) and the positivity

(4.4.43) ajk(t) ≥ 0, etX = A(t) =
(
ajk(t)

)
,

plus the fact that ajk(0) = 0 for j ̸= k.

For the converse, we first note that if (4.4.41) is strengthened to xjk > 0
whenever j ̸= k, then, via

(4.4.44) etX = I + tX +O(t2),

we have t0 > 0 such that etX is positive for 0 ≤ t ≤ t0. Then positivity for
all t ≥ 0 follows from

(4.4.45) entX =
(
etX
)n
.

To deduce positivity of etX for general X ∈M(n,R) satisfying (4.4.41), we
can argue as follows. Take Y = (yjk) with yjk ≡ 1, and consider X + εY .
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Then the arguments above show that et(X+εY ) is positive for all t ≥ 0, ε > 0.
Now we claim that

(4.4.46) lim
ε↘0

et(X+εY ) = etX ,

which then yields positivity of etX . To see (4.4.46), note that Zε(t) =

et(X+εY ) satisfies

(4.4.47)
d

dt
Zε(t) = XZε(t) + εY Zε(t), Zε(0) = I,

so, by Duhamel’s formula (cf. Exercise 1 of §3.7),

(4.4.48) Zε(t) = etX + ε

∫ t

0
e(t−s)XY Zε(s) ds,

which leads to (4.4.46), and completes the proof of this proposition. �

The study of discrete and continuous Markov semigroups is an important
area in probability theory. For more on this, see [19].

Exercises

1. Show that the matrix A in (4.4.4) is an irreducible stochastic matrix for
which (4.4.31) fails.

2. Pick a ∈ (0, 1) and consider the stochastic matrix

A =

(
a 1− a
1 0

)
.

Show that A is primitive. Compute A100.

3. Let A ∈ M(n,R) be a stochastic matrix, and set T = At. By (4.4.22),
T : Σ → Σ, with Σ as in (4.4.10). Pick v0 ∈ Σ, and set

vk = T kv0, wn =
1

n
(v0 + v1 + · · ·+ vn−1).

Note that vk, wn ∈ Σ. Show that

Twn = wn +
1

n
(vn − v0).

Since Σ ⊂ Rn is closed and bounded, {wn} has a convergent subsequence,
wnj → w ∈ Σ. (See [23], Chapter 2, for a proof.) Show that

Tw = w.
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Compare this with the production of p in (4.4.19).



Chapter 5

Multilinear algebra

Depending on perspective, one can say that multilinear algebra is an exten-
sion of linear algebra or that it is part of linear algebra. It is our goal to
develop both perspectives here.

Section 5.1 treats multilinear maps, bringing in

(5.0.1) M(V1, . . . , Vℓ;W ),

the space of maps β : V1 × · · · × Vℓ → W that are linear in each variable.
The first example of such a map arose in §1.5,

(5.0.2) det : Fn × · · · × Fn −→ F,

with ℓ = n, Vj = Fn. In this case, V1 = · · · = Vℓ = V (which equals Fn),
and the resulting special case of (5.0.1) is denoted

(5.0.3) Mℓ(V,W ).

The determinant det provides an element of

(5.0.4) Altℓ(V,W ),

with ℓ = n, V = Fn,W = F, where an element of (5.0.4) is a multilinear
map β(v1, . . . , vℓ) that changes sign when two elements, e.g., vj and vk with
j ̸= k, are interchanged.

In §5.2 we treat tensor products. If Vj are finite-dimensional vector
spaces, of dimension dj , then V1 ⊗ · · · ⊗ Vℓ is a vector space, of dimension
d1 · · · dℓ, for which we have a natural isomorphism

(5.0.5) M(V1, . . . , Vℓ;W )
≈−→ L(V1 ⊗ · · · ⊗ Vℓ,W ),

for each vector space W . This tensor product construction ties together
linear algebra and multilinear algebra.

189
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Section 5.3 treats exterior algebra, which provides a natural algebraic
extension of the theory of the determinant described in §1.5. If V is a
finite-dimensional vector space over F, we set Λ0V ′ = F, Λ1V ′ = V ′, and,
generally,

(5.0.6) ΛkV ′ = Altk(V,F).
This sequence of vector spaces carries a wedge product,

(5.0.7) α ∈ ΛkV ′, β ∈ ΛℓV ′ =⇒ α ∧ β ∈ Λk+ℓV ′.

Topics treated in §5.2 include an approach to Cramer’s formula, first estab-
lished in §1.5, given here in terms of the structure of the exterior algebra. In
the exercises we also treat an extension of Cramer’s formula, due to Jacobi,
using exterior algebra.

Results from exterior algebra are important in the development of the
theory of differential forms, as a tool in multivariable calculus. Such a
development is given in Chapters 4–6 of [24].

In §5.4 we establish an isomorphism

(5.0.8) Skew(n) ≈ Λ2Rn,

and use this, when n = 2k is even, to produce a map called the Pfaffian

(5.0.9) Pf : Skew(2k) −→ R,
satisfying the remarkable identities

(5.0.10)
Pf(A)2 = detA,

Pf(BtAB) = (detB) Pf(A),

for A ∈ Skew(2k), B ∈ L(R2k). One notable consequence of the latter
identity is that the Pfaffian is invariant under conjugation by elements of
SO(2k), but not invariant under conjugation by other elements of O(2k).
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5.1. Multilinear mappings

If V1, . . . , Vℓ and W are vector spaces over F, we set

(5.1.1)
M(V1, . . . , Vℓ;W ) = set of mappings β : V1 × · · · × Vℓ →W

that are linear in each variable.

That is, for each j ∈ {1, . . . , ℓ},

(5.1.2)

vj , wj ∈ Vj , a, b ∈ F =⇒
β(u1, . . . , avj + bwj , . . . , uℓ)

= aβ(u1, . . . , vj , . . . , uℓ) + bβ(u1, . . . , wj , . . . , uℓ).

This has the natural structure of a vector space, and one readily computes
that

(5.1.3) dimM(V1, . . . , Vℓ;W ) = (dimV1) · · · (dimVℓ)(dimW ).

If {ej,1, . . . , ej,dj} is a basis of Vj (of dimension dj), then β is uniquely
determined by the elements

(5.1.4)
bj ∈W, bj = β(e1,j1 , . . . , eℓ,jℓ},
j = (j1, . . . , jℓ), 1 ≤ jν ≤ dν .

In many cases of interest, all the Vj are the same. Then we set

(5.1.5) Mℓ(V,W ) = M(V1, . . . , Vℓ;W ), V1 = · · · = Vℓ = V.

This is the space of ℓ-linear maps from V to W . It has two distinguished
subspaces,

(5.1.6) Symℓ(V,W ), Altℓ(V,W ),

where, given β ∈ Mℓ(V,W ),

(5.1.7)

β ∈ Symℓ(V,W ) ⇐⇒
β(v1, . . . , vj , . . . , vk, . . . , vℓ) = β(v1, . . . , vk, . . . , vj , . . . , vℓ),

β ∈ Altℓ(V,W ) ⇐⇒
β(v1, . . . , vj , . . . , vk, . . . , vℓ) = −β(v1, . . . , vk, . . . , vj , . . . , vℓ),

whenever 1 ≤ j < k ≤ ℓ.

We mention some examples of multilinear maps that have arisen earlier
in this text. In §1.5 we saw ϑ = det :M(n,F) → F as an element

(5.1.8) ϑ ∈ Altn(Fn,F),

in Proposition 1.5.1. As put there, for A ∈ M(n,F), detA is linear in each
column of A and changes sign upon switching any two columns. In §3.4 we
came across the cross product

(5.1.9) κ ∈ Alt2(R3,R3), κ(u, v) = u× v,
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defined by (3.4.32). Other examples of multilinear maps include the matrix
product

(5.1.10) Π ∈ M2(M(n,F),M(n,F)), Π(A,B) = AB,

and the matrix commutator,

(5.1.11) C ∈ Alt2(M(n,F),M(n,F)), C(A,B) = AB −BA,

and anticommutator,

(5.1.12) A ∈ Sym2(M(n,F),M(n,F)), A(A,B) = AB +BA.

Considerations of multilinear maps lead naturally to material treated in
the next two sections, namely tensor products and exterior algebra. In §5.2
we define the tensor product V1⊗· · ·⊗Vℓ of finite-dimensional vector spaces
and describe a natural isomorphism

(5.1.13) M(V1, . . . , Vℓ;W ) ≈ L(V1 ⊗ · · · ⊗ Vℓ,W ).

In §5.3 we discuss spaces ΛkV and describe a natural isomorphism

(5.1.14) Altk(V,W ) ≈ L(ΛkV,W ).

Exercises

1. If V andW are finite dimensional vector spaces over F, produce a natural
isomorphism

M(V,W ;F) ≈ L(V,W ′).

2. More generally, if Vj and W are finite dimensional, produce a natural
isomorphism

M(V1, . . . , Vk,W ;F) ≈ M(V1, . . . , Vk;W
′).

3. Take V1 = V2 = W = R3 and draw a connection between the cross
product (5.1.9) and Exercise 2.

4. Let Hn,k denote the space of polynomials in (x1, . . . , xn) (with coefficients
in F) that are homogeneous of degree k. Produce an isomorphism

Hn,k ≈ Symk(Fn,F).
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5. If dimV = n, specify the dimensions of

Mk(V,F), Symk(V,F), Altk(V,F).

6. Show that
M2(V,F) = Sym2(V,F)⊕Alt2(V,F).

7. What can you say about

M3(V,F)/(Sym3(V,F)⊕Alt3(V,F))?
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5.2. Tensor products

Here all vector spaces will be finite-dimensional vector spaces over F (R or
C).

Definition. Given vector spaces V1, . . . , Vℓ, the tensor product V1⊗· · ·⊗Vℓ
is the space of ℓ-linear maps

(5.2.1) β : V ′
1 × · · · × V ′

ℓ −→ F.

Given vj ∈ Vj , we define v1 ⊗ · · · ⊗ vℓ ∈ V1 ⊗ · · · ⊗ Vℓ by

(5.2.2) (v1 ⊗ · · · ⊗ vℓ)(w1, . . . , wℓ) = ⟨v1, w1⟩ · · · ⟨vℓ, wℓ⟩, wj ∈ V ′
j .

If {ej,1, . . . , ej,dj} is a basis of Vj (of dimension dj), with dual basis {εj,1, . . . , εj,dj}
for V ′

j , then β in (5.2.1) is uniquely determined by the numbers

(5.2.3) bj = β(ε1,j1 , . . . , εℓ,jℓ}, j = (j1, . . . , jℓ), 1 ≤ jν ≤ dν .

It follows that

(5.2.4) dimV1 ⊗ · · · ⊗ Vℓ = d1 · · · dℓ,
and a basis of V1 ⊗ · · · ⊗ Vℓ is given by

(5.2.5) e1,j1 ⊗ · · · ⊗ eℓ,jℓ , 1 ≤ jν ≤ dν .

The following is a universal property for the tensor product.

Proposition 5.2.1. Given vector spaces Vj and W , there is a natural iso-
morphism

(5.2.6) Φ : M(V1, . . . , Vℓ;W )
≈−→ L(V1 ⊗ · · · ⊗ Vℓ,W ).

Proof. Given an ℓ-linear map

(5.2.7) α : V1 × · · · × Vℓ −→W,

the map Φα : V1 ⊗ · · · ⊗ Vℓ →W should satisfy

(5.2.8) Φα(v1 ⊗ · · · ⊗ vℓ) = α(v1, . . . , vℓ), vj ∈ Vj .

In fact, in terms of the basis (5.2.5) of V1 ⊗ · · · ⊗ Vℓ, we can specify that

(5.2.9) Φα(e1,j1 ⊗ · · · ⊗ eℓ,jℓ) = α(e1,j1 , . . . , eℓ,jℓ), 1 ≤ jν ≤ dν ,

and then extend Φα by linearity. Such an extension uniquely defines Φα ∈
L(V1 ⊗ · · · ⊗ Vℓ,W ), and it satisfies (5.2.8). In light of this, it follows that
the construction of Φα is independent of the choice of bases of V1, . . . , Vℓ.
We see that Φ is then injective. In fact, if Φα = 0, then (5.2.9) is identically
0, so α = 0. Since M(V1, . . . , Vℓ;W ) and L(V1 ⊗ · · · ⊗ Vℓ,W ) both have
dimension d1 · · · dℓ(dimW ), the isomorphism property of Φ follows. �
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We next note that linear maps Aj : Vj → Wj naturally induce a linear
map

(5.2.10) A1 ⊗ · · · ⊗Aℓ : V1 ⊗ · · · ⊗ Vℓ −→W1 ⊗ · · · ⊗Wℓ,

as follows. If ωj ∈ W ′
j , and β : V ′

1 × · · · × V ′
ℓ → F defines β ∈ V1 ⊗ · · · ⊗ Vℓ,

then

(5.2.11) (A1 ⊗ · · · ⊗Aℓ)β(ω1, . . . , ωℓ) = β(At
1ω1, . . . , A

t
ℓωℓ),

with At
jωj ∈ V ′

j . One sees readily that, for vj ∈ Vj ,

(5.2.12) (A1 ⊗ · · · ⊗Aℓ)(v1 ⊗ · · · ⊗ vℓ) = (A1v1)⊗ · · · ⊗ (Aℓvℓ).

For notational simplicity, we now restrict attention to the case ℓ = 2, i.e.,
to tensor products of two vector spaces. The following is straightforward.
Compare Exercises 9–11 of §2.2.

Proposition 5.2.2. Given A ∈ L(V ), B ∈ L(W ), inducing A ⊗ B ∈
L(V ⊗W ), suppose SpecA = {λj} and SpecB = {µk}. Then

(5.2.13) SpecA⊗B = {λjµk}.

Also,

(5.2.14)
E(A⊗B, σ) = Span{v ⊗ w : v ∈ E(A, λj),

w ∈ E(B,µk), σ = λjµk},

and

(5.2.15)
GE(A⊗B, σ) = Span{v ⊗ w : v ∈ GE(A, λj),

w ∈ GE(B,µk), σ = λjµk}.

Furthermore,

(5.2.16) Spec(A⊗ I + I ⊗B) = {λj + µk},

and we have

(5.2.17)
E(A⊗ I + I ⊗B, τ) = Span{v ⊗ w : v ∈ E(A, λj),

w ∈ E(B,µk), τ = λj + µk},

and

(5.2.18)
GE(A⊗ I + I ⊗B, τ) = Span{v ⊗ w : v ∈ GE(A, λj),

w ∈ GE(B,µk), τ = λj + µk}.
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Exercises

1. If V and W are finite dimensional vector spaces, produce a natural
isomorphism

L(V,W ) ≈ V ′ ⊗W.

2. Prove Proposition 5.2.2.

3. With A and B as in Proposition 5.2.2, show that

Tr(A⊗B) = (TrA)(TrB),

det(A⊗B) = (detA)dW (detB)dV ,

where dV = dimV, dW = dimW .

4. Taking W = F in (5.2.6), show that there is a natural isomorphism

(V1 ⊗ · · · ⊗ Vℓ)
′ ≈ V ′

1 ⊗ · · · ⊗ V ′
ℓ .

5. Show that there exists a natural isomorphism

(V1 ⊗ · · · ⊗ Vk)⊗ (W1 ⊗ · · · ⊗Wℓ) ≈ V1 ⊗ · · · ⊗ Vk ⊗W1 ⊗ · · · ⊗Wℓ.

6. Produce a natural isomorphism

V1 ⊗ (V2 ⊗ V3) ≈ (V1 ⊗ V2)⊗ V3.

7. Produce a natural isomorphism

L(V1 ⊗ V2,W1 ⊗W2) ≈ L(V1,W1)⊗ L(V2,W2).

8. Determine various vector spaces that are naturally isomorphic to

L(V1 ⊗ · · · ⊗ Vk,W1 ⊗ · · · ⊗Wℓ).

9. Show that there exists a natural isomorphism

M : L(V )⊗ L(W )
≈−→ L(L(V,W )), M(B ⊗A)T = ATB.
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5.3. Exterior algebra

Let V be a finite dimensional vector space over F (R or C), with dual V ′.
We define the spaces ΛkV ′ as follows:

(5.3.1) Λ0V ′ = F, Λ1V ′ = V ′,

and, for k ≥ 2,

(5.3.2)
ΛkV ′ = set of k-linear maps α : V × · · · × V → F

that are anti-symmetric,

i.e.,

(5.3.3) α(v1, . . . , vj , . . . , vℓ, . . . , vk) = −α(v1, . . . , vℓ, . . . , vj , . . . , vk),
for v1, . . . , vk ∈ V , 1 ≤ j < ℓ ≤ k. Another way to picture such α is as a
map

(5.3.4) α :M(k × n,F) −→ F

that is linear in each column v1, . . . , vk of A = (v1, . . . , vk) ∈ M(k × n,F),
and satisfies the anti-symmetry condition (5.3.3), if

(5.3.5) n = dimV, so V ≈ Fn.

In case k = n, Proposition 1.5.1 applies, to show that any such α : M(n ×
n,F) → F must be a multiple of the determinant. We have

Proposition 5.3.1. Given (5.3.5),

(5.3.6) dimΛnV ′ = 1.

Before examining dimΛkV ′ for other values of k, let us look into the
following. Pick a basis {e1, . . . , en} of V , and let {ε1, . . . , εn} denote the
dual basis of V ′. Clearly an element α ∈ ΛkV ′ is uniquely determined by its
values

(5.3.7) aj = α(ej1 , . . . , ejk), j = (j1, . . . , jk),

as j runs over the set of k-tuples (j1, . . . , jk), with 1 ≤ jν ≤ n. Now, α
satisfies the anti-symmetry condition (5.3.3) if and only if

(5.3.8) aj1···jk = (sgnσ)ajσ(1)···jσ(k)
,

for each σ ∈ Sk, i.e., for each permutation σ of {1, . . . , k}, with sgnσ defined
as in §1.5. In particular,

(5.3.9) jµ = jν for some µ ̸= ν =⇒ α(ej1 , . . . , ejk) = 0.

Applying this observation to k > n yields the following:

Proposition 5.3.2. In the setting of Proposition 5.3.1,

(5.3.10) k > n =⇒ ΛkV ′ = 0.
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Meanwhile, if 1 ≤ k ≤ n, an element α of ΛkV ′ is uniquely determined
by its values

(5.3.11) aj = α(ej1 , . . . , ejk), 1 ≤ j1 < · · · < jk ≤ n.

There are
(
n
k

)
such multi-indices, so we have the following (which contains

Proposition 5.3.1).

Proposition 5.3.3. In the setting of Proposition 5.3.1,

(5.3.12) 1 ≤ k ≤ n =⇒ dimΛkV ′ =

(
n

k

)
.

Here is some useful notation. Given the dual basis {ε1, . . . , εn}, we define

(5.3.13) εj1 ∧ · · · ∧ εjk ∈ ΛkV ′,

for jν ∈ {1, . . . , n}, all distinct, by

(5.3.14)
(εj1 ∧ · · · ∧ εjk)(ej1 , . . . , ejk) = 1,

(εj1 ∧ · · · ∧ εjk)(eℓ1 , . . . , eℓk) = 0, if {ℓ1, . . . , ℓk} ̸= {j1, . . . , jk}.

The anti-symmetry condition then specifies

(5.3.15) (εj1 ∧ · · · ∧ εjk)(ejσ(1)
, . . . , ejσ(k)

) = sgnσ, for σ ∈ Sk.

Note that

(5.3.16) εj1 ∧ · · · ∧ εjk = (sgnσ) εjσ(1)
∧ · · · ∧ εjσ(k)

,

if σ ∈ Sk. In light of this, if not all {j1, . . . , jk} are distinct, i.e., if jµ = jν
for some µ ̸= ν, we say (5.3.16) vanishes, i.e.,

(5.3.17) εj1 ∧ · · · ∧ εjk = 0 if jµ = jν for some µ ̸= ν.

Then, for arbitrary α ∈ ΛkV ′, we can write

(5.3.18) α =
1

k!

∑
j

aj εj1 ∧ · · · ∧ εjk ,

as j runs over all k-tuples, and aj is as in (5.3.7). Alternatively, we can
write

(5.3.19) α =
∑

1≤j1<···<jk≤n

aj εj1 ∧ · · · ∧ εjk ,

with aj as in (5.3.7). Proposition 5.3.3 has the following more explicit form.

Proposition 5.3.4. In the setting of Proposition 5.3.3, if 1 ≤ k ≤ n,

(5.3.20) {εj1 ∧ · · · ∧ εjk : 1 ≤ j1 < · · · < jk ≤ n} is a basis of ΛkV ′.
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The products arising in (5.3.13)–(5.3.20) are called wedge products. As
these formulas suggest, it is useful to define wedge products as bilinear maps

(5.3.21) w : ΛkV ′ × ΛℓV ′ −→ Λk+ℓV ′, w(α, β) = α ∧ β,

such that

(5.3.22) (εj1 ∧ · · · ∧ εjk)∧ (εm1 ∧ · · · ∧ εmℓ
) = εj1 ∧ · · · εjk ∧ εm1 ∧ · · · ∧ εmℓ

,

with equivalencies as in (5.3.16)–(5.3.17). We also want to define (5.3.21) in
a fashion that does not depend on the choice of basis of V (and associated
dual basis of V ′). The following result gives a clue as to how to do this.

Proposition 5.3.5. If εj1∧· · ·∧εjk ∈ ΛkV ′ is specified by (5.3.14)–(5.3.17),
then, for v1, . . . , vk ∈ V ,

(5.3.23) (εj1 ∧ · · · ∧ εjk)(v1, . . . , vk) =
∑
σ∈Sk

(sgnσ)εjσ(1)
(v1) · · · εjσ(k)

(vk).

Proof. The argument is parallel to the proof of Proposition 1.5.1. We set

(5.3.24) vℓ =

n∑
j=1

ajℓej , ajℓ = εj(vℓ),

and substitute into the left side of (5.3.23), obtaining

(5.3.25)
n∑

ℓ1,...,ℓk=1

εℓ1(v1) · · · εℓk(vk)(εj1 ∧ · · · ∧ εjk)(eℓ1 , . . . , eℓk),

and (5.3.14)–(5.3.17) gives

(5.3.26) (εj1 ∧ · · · ∧ εjk)(eℓ1 , . . . , eℓk) = 0,

unless {j1, . . . , jk} = {ℓ1, . . . , ℓk}, and the k numbers are all distinct, in
which case ℓν = jσ(ν) for some σ ∈ Sk, and we get sgnσ in (5.3.26). Thus
(5.3.25) is converted to the right side of (5.3.23). (Both sides of (5.3.23)
vanish if the numbers j1, . . . , jk are not all distinct.) �

Remark. In case n = k, we obtain precisely Proposition 1.5.1. Note also
that the right side of (5.3.23) is equal to

(5.3.27)
∑
σ∈Sk

(sgnσ)εj1(vσ(1)) · · · εjk(vσ(k)).

Compare (1.5.36).
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As a further preparation for defining α ∧ β in (5.3.21), note that

(5.3.28) α ∈ ΛkV ′ ⇒ α(v1, . . . , vk) =
1

k!

∑
σ∈Sk

(sgnσ)α(vσ(1), . . . , vσ(k)).

We now define the wedge product:

Definition. If α ∈ ΛkV ′ and β ∈ ΛℓV ′, then α ∧ β ∈ Λk+ℓV ′ is given by

(5.3.29)

(α ∧ β)(v1, . . . , vk+ℓ)

=
1

k!ℓ!

∑
σ∈Sk+ℓ

(sgnσ)α(vσ(1), . . . , vσ(k)) · β(vσ(k+1), . . . , vσ(k+ℓ)).

Our first task is to check the fundamental identity (5.3.22).

Proposition 5.3.6. With α∧β defined as in (5.3.29), the identity (5.3.22)
holds.

Proof. With α = εj1 ∧ · · · ∧ εjk and β = εm1 ∧ · · · ∧ εmℓ
, we have

(5.3.30)

(α ∧ β)(v1, . . . ,vk+ℓ)

=
1

k!ℓ!

∑
σ∈Sk+ℓ

(sgnσ)(εj1 ∧ · · · ∧ εjk)(vσ(1), . . . , vσ(k))

· (εm1 ∧ · · · ∧ εmℓ
)(vσ(k+1), . . . , vσ(k+ℓ)),

which expands out to

(5.3.31)

1

k!ℓ!

∑
σ∈Sk+ℓ

∑
τ∈Sk

∑
ρ∈Sℓ

(sgnσ)(sgn τ)(sgn ρ)

· εj1(vστ(1)) · · · εjk(vστ(k)) · εm1(vσρ(k+1)) · · · εmℓ
(vσρ(k+ℓ)).

Here, σ permutes {1, . . . , k + ℓ}, τ permutes {1, . . . , k}, and ρ permutes
{k + 1, . . . , k + ℓ}. Note that such σ, τ, ρ yield γ(σ, τ, ρ) ∈ Sk+ℓ, with

(5.3.32)
γ(σ, τ, ρ)(ν) = στ(ν) for 1 ≤ ν ≤ k,

σρ(ν) for k + 1 ≤ ν ≤ k + ℓ,

and sgn γ(σ, τ, ρ) = (sgnσ)(sgn τ)(sgn ρ). Also, for each fixed τ ∈ Sk, ρ ∈ Sℓ
γ(σ, τ, ρ) runs over Sk+ℓ once as σ runs over Sk+ℓ. Hence, if we fix τ and ρ
in (5.3.31) and just sum over σ, we get

(5.3.33)

∑
σ∈Sk+ℓ

(sgn γ(σ, τ, ρ))εj1(vγ(σ,τ,ρ)(1)) · · · εjk(vγ(σ,τ,ρ)(k))

· εm1(vγ(σ,τ,ρ)(k+1)) · · · εmℓ
(vγ(σ,τ,ρ)(k+ℓ)),

and each such sum is equal to

(5.3.34) (εj1 ∧ · · · ∧ εjk ∧ εm1 ∧ · · · ∧ εmℓ
)(v1, . . . , vk, vk+1, . . . , vk+ℓ).
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Then summing over τ ∈ Sk and ρ ∈ Sℓ and dividing by k!ℓ! also yields
(5.3.34), as desired. �

From here, the following is straightforward.

Proposition 5.3.7. The wedge product α∧β, defined by (5.3.29), produces
a well defined bilinear map ΛkV ′ × ΛℓV ′ → Λk+ℓV ′. Furthermore, given
α ∈ ΛkV ′ and β ∈ ΛℓV ′,

(5.3.35) α ∧ β = (−1)kℓβ ∧ α,
and, if also γ ∈ ΛmV ′,

(5.3.36) (α ∧ β) ∧ γ = α ∧ (β ∧ γ).

The wedge product gives us an algebra. We define the exterior algebra
Λ∗V ′ to be

(5.3.37) Λ∗V ′ =
⊕
k≥0

ΛkV ′,

keeping in mind that the summands on the right are nonvanishing only for
k ≤ n = dimV . Proposition 5.3.7 says this is an algebra. The element
1 ∈ F = Λ0V ′ ⊂ Λ∗V ′ acts as the unit in this algebra. The identity (5.3.36)
is the associative law for the wedge product. By (5.3.35), this is not a
commutative algebra (if n > 1).

We next consider the action a linear map on V induces on Λ∗V ′. A
linear map A : V → V induces a linear map

(5.3.38) ΛkAt : ΛkV ′ −→ ΛkV ′,

via

(5.3.39) (ΛkAt)α(v1, . . . , vk) = α(Av1, . . . , Avk).

In particular, Λ1At = At : V ′ → V ′. A straightforward calculation from
(5.3.29) yields

(5.3.40)
α ∈ΛkV ′, β ∈ ΛℓV ′, A ∈ L(V )

=⇒ (Λk+ℓAt)(α ∧ β) = (ΛkAt)α ∧ (ΛℓAt)β.

Here is a natural extension of the identity (AB)t = BtAt.

Proposition 5.3.8. If A,B ∈ L(V ), then

(5.3.41) Λk(AB)t = (ΛkBt) (ΛkAt).

Proof. We have

(5.3.42)

Λk(AB)tα(v1, . . . , vk) = α(ABv1, . . . , ABvk)

= (ΛkAt)α(Bv1, . . . , Bvk)

= (ΛkBt)(ΛkAt)α(v1, . . . , vk).
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�

We now return to determinants.

Proposition 5.3.9. If A ∈ L(V ) and n = dimV , then, for ω ∈ ΛnV ′,

(5.3.43) (ΛnAt)ω = (detA)ω.

Proof. We may as well take ω = ε1∧ · · · ∧ εn. Then an iteration of (5.3.40)
gives

(5.3.44) (ΛnAt)ω = (Atε1) ∧ · · · ∧ (Atεn).

If A = (ajk) with respect to the basis {ej}, then Atεj =
∑

k ajkεk, so

(5.3.45)

(ΛnAt)ω =
∑

1≤kν≤n

a1k1 · · · ankn εk1 ∧ · · · ∧ εkn

=
∑
σ∈Sn

(sgnσ)a1σ(1) · · · anσ(n) ε1 ∧ · · · ∧ εn

= (detA) ε1 ∧ · · · ∧ εn,

the last identity by (1.5.36). �

Combining Propositions 5.3.8 and 5.3.9 yields the following alternative
proof of Proposition 1.5.3.

Corollary 5.3.10. If A,B ∈ L(V ), then

(5.3.46) det(AB) = (detA)(detB).

Interior products

We next define the interior product

(5.3.47) ιv : ΛkV ′ −→ Λk−1V ′, for v ∈ V,

k ≥ 1, as follows. If α ∈ ΛkV ′, then ιvα ∈ Λk−1V ′ is defined by

(5.3.48) (ιvα)(v1, . . . , vk−1) = α(v, v1, . . . , vk−1).

From this we can compute that, if {e1, . . . , en} is a basis of V , with dual
basis {ε1, . . . , εn} for V ′, then, if j1, . . . , jk are distinct,

(5.3.49) α = εj1 ∧ · · · ∧ εjk ⇒ ιejℓα = (−1)ℓ−1εj1 ∧ · · · ∧ ε̂jℓ ∧ · · · ∧ εjk ,

where ε̂jℓ denotes removing the factor εjℓ . Furthermore, for such α,

(5.3.50) m /∈ {j1, . . . , jk} =⇒ ιemα = 0.

By convention, ιvα = 0 if α ∈ Λ0V ′.
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We make use of the operators ∧k and ιk on Λ∗V ′:

(5.3.51) ∧kα = εk ∧ α, ιkα = ιekα.

There is the following useful anticommutation relation:

Proposition 5.3.11. With the notation (21.51),

(5.3.52) ∧kιℓ + ιℓ∧k = δkℓ,

where δkℓ = 1 if k = ℓ, 0 otherwise.

The proof is an exercise. We also have

(5.3.53) ∧j ∧k + ∧k ∧j = 0, ιjιk + ιkιj = 0.

We mention that (5.3.52) implies the following.

(5.3.54) (∧wιv + ιv∧w)α = ⟨v, w⟩α,

given α ∈ ΛkV ′, w ∈ V ′, v ∈ V , with the notation

(5.3.55) ∧wα = w ∧ α.

Cramer’s formula

Cramer’s formula, given in (1.5.54), computes a matrix inverse A−1 in
terms of detA and the (n − 1) × (n − 1) minors of A (or better, of At).
We present an alternative derivation of such a formula here, using exterior
algebra.

Let V be n-dimensional, with dual V ′. Let A ∈ L(V ), with transpose
At ∈ L(V ′). We bring in the isomorphism

(5.3.56) κ : V ⊗ ΛnV ′ ≈−→ Λn−1V ′,

given by

(5.3.57) κ(u⊗ ω)(v1, . . . , vn−1) = ω(u, v1, . . . , vn−1).

We aim to prove the following version of Cramer’s formula.

Proposition 5.3.12. If A ∈ L(V ) is invertible, then

(5.3.58) (detA)A−1 ⊗ I = κ−1 ◦ Λn−1At ◦ κ,

in L(V ⊗ ΛnV ′).

Proof. Since ΛnAt = (detA)I in L(ΛnV ′), the desired identity (5.3.58) is
equivalent to

(5.3.59) (Λn−1At) ◦ κ = κ ◦ (A−1 ⊗ ΛnAt),
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in L(V ⊗ ΛnV ′,Λn−1V ′). Recall that Λn−1At ∈ L(Λn−1V ′) is defined by

(5.3.60) (Λn−1At)β(v1, . . . , vn−1) = β(Av1, . . . , Avn−1).

Hence if we take u⊗ ω ∈ V ⊗ ΛnV ′, we get

(5.3.61)
(Λn−1At) ◦ κ(u⊗ ω)(v1, . . . , vn−1) = κ(u⊗ ω)(Av1, . . . , Avn−1)

= ω(u,Av1, . . . , Avn−1).

On the other hand, since

(5.3.62) (A−1 ⊗ ΛnAt)(u⊗ ω) = A−1u⊗ ΛnAtω,

we have

(5.3.63)

κ ◦ (A−1 ⊗ ΛnAt)(u⊗ ω)(v1, . . . , vn−1)

= κ(A−1u⊗ ΛnAtω)(v1, . . . , vn−1)

= (ΛnAtω)(A−1u, v1, . . . , vn−1)

= ω(u,Av1, . . . , Avn−1),

which agrees with the right side of (5.3.61). This completes the proof. �

The exterior algebra Λ∗V

If V is an n-dimensional space, we define ΛkV in a fashion to the defini-
tion of ΛkV ′, simply by switching V and V ′, using the natural isomorphism
V ≈ (V ′)′. Thus we set Λ0V = F, Λ1V = V , and, for k ≥ 2,

(5.3.64)
ΛkV = set of k-linear maps β : V ′ × · · · × V ′ → F

that are anti-symmetric.

All the results from the early part of this section go through, with the roles of
V and V ′, and also of the bases {e1, . . . , en} and {ε1, . . . , εn}, interchanged.
For example, for 1 ≤ k ≤ n,

(5.3.65) {ej1 ∧ · · · ∧ ejk : 1 ≤ j1 < · · · < jk ≤ n} is a basis of ΛkV.

With these facts in mind, we can pass from A ∈ L(V ) to At ∈ L(V ′) to

(5.3.66) ΛkA : ΛkV −→ ΛkV,

and, parallel to (5.3.40),

(5.3.67)
α ∈ΛkV, β ∈ ΛℓV, A ∈ L(V )

=⇒ (Λk+ℓA)(α ∧ β) = (ΛkA)α ∧ (ΛℓA)β.

Consequently,

(5.3.68) (ΛkA)(ej1 ∧ · · · ∧ ejk) = Aej1 ∧ · · · ∧Aejk .
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We now mention a “universal property” possessed by ΛkV . Let W be
another finite-dimensional vector space over F, and set

(5.3.69)
Altk(V,W ) = set of k-linear maps V × · · · × V →W

that are anti-symmetric.

This has the structure of a finite-dimensional vector space.

Proposition 5.3.13. There is a natural linear isomorphism

(5.3.70) Φ : Altk(V,W )
≈−→ L(ΛkV,W ).

One way to describe Φ is with the aid of a basis {e1, . . . , en} of V , leading,

as mentioned, to the basis (5.3.65) of ΛkV . Given α ∈ Altk(V,W ), hence

(5.3.71) α : V × · · · × V −→W,

we can define Φα : ΛkV →W by

(5.3.72) (Φα)(ej1 ∧ · · · ∧ ejk) = α(ej1 , . . . , ejk).

It is clear that this defines a linear map Φ : Altk(V,W ) → L(ΛkV,W ). One
needs to show that this is an isomorphism and that it is independent of the
choice of basis {ej} of V . We leave these tasks to the enthusiastic reader.

Now that, in case W = F, we have

(5.3.73) Altk(V,F) = ΛkV ′, L(ΛkV,F) = (ΛkV )′,

and Proposition 5.3.13 implies that there is a natural isomorphism

(5.3.74) ΛkV ′ ≈ (ΛkV )′.

Exercises

1. Let A ∈ M(n,C) have eigenvalues {λ1, . . . , λn}, repeated according to
multiplicity. Show that, for 1 ≤ k ≤ n,

TrΛkA = σk(λ1, . . . , λn)

=
∑

1≤j1<···<jk≤n

λj1 · · ·λjk .

Here σk are the elementary symmetric polynomials, introduced in Exercise
7 of §2.1.
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2. Deduce from Exercise 1 above, plus Exercise 7 of §2.1, that

det(λI −A) =
n∑

k=0

(−1)k(TrΛkA)λn−k.

3. Let V be an n-dimensional vector space over F, with dual V ′. Show that
there is a natural isomorphism

κ : ΛkV ⊗ ΛnV ′ −→ Λn−kV ′,

satisfying

κ(v1,∧ · · · ∧ vk ⊗ α)(w1, . . . , wn−k) = α(v1, . . . , vk, w1, . . . , wn−k).

4. In the setting of Exercise 3, establish the following generalization of
Proposition 5.3.12 (due, in other language, to Jacobi).

Proposition 5.3.14. If A ∈ L(V ) is invertible, then

(detA) ΛkA−1 ⊗ I = κ−1 ◦ Λn−kAt ◦ κ,
in L(ΛkV ⊗ ΛnV ′).

Hint. Adapt the proof of Proposition 5.3.12.

5. Establish the following variant of Proposition 5.3.8. If A,B ∈ L(V ), then

Λk(AB) = (ΛkA)(ΛkB).

If {e1, . . . , en} is the standard basis of Rn, define an inner product on ΛkRn

be declaring an orthonormal basis to be

{ej1 ∧ · · · ∧ ejk : 1 ≤ j1 < · · · ∧ jk ≤ n}.

If A : ΛkRn → ΛkRn, define A∗ : ΛkRn → ΛkRn by

⟨Aα, β⟩ = ⟨α,A∗β⟩, α, β ∈ ΛkRn,

where ⟨ , ⟩ is the inner product on ΛkRn defined above.

6. Show that, if T : Rn → Rn is linear, with adjoint T ∗, then

(ΛkT )∗ = Λk(T ∗).

Hint. Check the identity ⟨(ΛkT )α, β⟩ = ⟨α, (ΛkT ∗)β⟩ when α and β run over
the orthonormal basis described above. That is, show that if α = ej1∧· · ·∧ejk
and β = ei1 ∧ · · · ∧ eik , then
⟨Tej1 ∧ · · · ∧ Tejk , ei1 ∧ · · · ∧ eik⟩ = ⟨ej1 ∧ · · · ∧ ejk , T

∗ei1 ∧ · · · ∧ T ∗eik⟩.
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Hint. Say T = (tij). In the spirit of (5.3.45), expand Tej1 ∧ · · · ∧ Tejk , and
show that the left side of the asserted identity above is∑

σ∈Sk

(sgnσ)tiσ(1)j1 · · · tiσ(k)jk .

Similarly, show that the right side is equal to∑
τ∈Sk

(sgn τ)ti1jτ(1) · · · tikjτ(k) .

To compare these two formulas, see the derivation of (1.5.36).

7. Show that if {u1, . . . un} is any orthonormal basis of Rn, then the set

{uj1 ∧ · · · ∧ ujk : 1 ≤ j1 < · · · < jk ≤ n}

is an orthonormal basis of ΛkRn.
Hint. Use Exercises 5 and 6 to show that if T : Rn → Rn is an orthogonal
transformation on Rn (i.e., preserves the inner product) then ΛkT is an
orthogonal transformation on ΛkRn.

8. Let vj , wj ∈ Rn, 1 ≤ j ≤ k (k < n). Form the matrices V , whose k
columns are the column vectors v1, . . . , vk, and W , whose k columns are the
column vectors w1, . . . , wk. Show that

⟨v1 ∧ · · · ∧ vk, w1 ∧ · · · ∧ wk⟩ = detW tV

= detV tW.

Hint. Show that both sides are linear in each vj and in each wj . (To treat the
right side, use material in §5.) Use this to reduce the problem to verifying
the asserted identity when each vj and each wj is chosen from among the
set of basis vectors {e1, . . . , en}. Use anti-symmetries to reduce the problem
further.

9. Deduce from Exercise 8 that if vj , wj ∈ Rn, then

⟨v1 ∧ · · · ∧ vk, w1 ∧ · · · ∧ wk⟩ =
∑
π∈Sk

(sgnπ)⟨v1, wπ(1)⟩ · · · ⟨vk, wπ(k)⟩.

10. Show that the conclusion of Exercise 7 also follows from Exercise 9.

11. Let A,B : Rk → Rn be linear maps and set ω = e1 ∧ · · · ∧ ek ∈ ΛkRk.
We have ΛkAω, ΛkBω ∈ ΛkRn. Deduce from Exercise 8 that

⟨ΛkAω,ΛkBω⟩ = detBtA.
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Given A : Rn → Rn, an ℓ × ℓ minor of A is the determinant of an ℓ × ℓ
matrix of the form aj(1)k(1) · · · aj(1)k(ℓ)

...
...

aj(ℓ)k(1) · · · aj(ℓ)k(ℓ)

 ,

where 1 ≤ j(1) < · · · < j(ℓ) ≤ n, 1 ≤ k(1) < · · · < k(ℓ) ≤ n, and A = (ajk).
The (n − 1) × (n − 1) minors were introduced in Exercises 3–4 of §1.5 and
played a role in Cramer’s formula.

12. Relate the ℓ× ℓ minors of A to the matrix entries of ΛℓA, with respect
to the basis of ΛℓRn given by (21.65) (with k = ℓ).

13. Say also B : Rn → Rn. Restate the identity Λℓ(AB) = (ΛℓA)(ΛℓB)
(cf. Exercise 5) in terms of an identity for the product of the matrices of
ℓ × ℓ minors of A and of B, respectively. The result is a version of the
Cauchy-Binet formula.

14. Assume A : Rn → Rn is invertible. Using the result of Exercise 12, with
ℓ = k and ℓ = n− k, respectively, derive from Exercise 4 a formula relating
the k × k minors of A−1 to the (n− k)× (n− k) minors of At. This yields
the classical version of Jacobi’s generalization of Cramer’s formula.
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5.4. Isomorphism Skew(V ) ≈ Λ2V and the Pfaffian

Let V be an n-dimensional real inner product space. Recall from §3.3 that,
given X ∈ L(V ), we say X ∈ Skew(V ) if and only if X∗ = −X. The inner
product produces an isomorphism

(5.4.1) η : Skew(V )
≈−→ Alt2(V,R), η(X)(u, v) = (Xu, v).

It also produces an isomorphism V ≈ V ′, hence Alt2(V,R) ≈ Alt2(V ′,R) =
Λ2V . Composition with (5.4.1) yields an isomorphism

(5.4.2) ξ : Skew(V )
≈−→ Λ2V.

If {e1, . . . , en} is an orthonormal basis of V andX ∈ Skew(V ) has the matrix
representation (Xjk) with respect to this basis, then

(5.4.3) ξ(X) =
1

2

∑
j,k

Xjk ej ∧ ek.

Compare (5.3.18).

Note that if X ∈ Skew(V ) and T ∈ L(V ), then also TXT ∗ ∈ Skew(V ).
We have

(5.4.4) η(TXT ∗)(u, v) = (TXT ∗u, v) = η(X)(T ∗u, T ∗v),

hence

(5.4.5) ξ(TXT ∗) = (Λ2T )ξ(X).

By (5.4.3) and (5.3.68),

(5.4.6) (Λ2T )ξ(X) =
1

2

∑
j,k

Xjk (Tej) ∧ (Tek),

which can also be seen to yield the left side of (5.4.5) directly.

We now add the assumption that dimV = n = 2k, and define a function
called the Pfaffian,

(5.4.7) Pf : Skew(V ) −→ R,
as follows. Recalling the orthonormal basis {ej} of V , we set

(5.4.8) ω = e1 ∧ · · · ∧ en ∈ ΛnV.

Previous results from this section imply that ω is independent of the choice
of orthonormal basis of V , up to sign. In fact, each ΛkV gets an inner
product, and ω is the unique element of ΛnV of norm 1, up to sign. The
choice of such an element is called an orientation of V , so we are set to
define (5.4.7) when V is an oriented, real inner product space, of dimension
n = 2k. The defining equation, for X ∈ Skew(V ), is

(5.4.9) Pf(X)ω =
1

k!
ξ(X) ∧ · · · ∧ ξ(X) (k factors).
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Here is an important transformation property. Take T ∈ L(V ). It
follows from (5.4.5) that

(5.4.10) Pf(TXT ∗)ω = (Λ2kT ) Pf(X)ω,

hence, by (5.3.43),

(5.4.11) Pf(TXT ∗) = (detT ) Pf(X), ∀X ∈ Skew(V ), T ∈ L(V ).

With this, we can relate Pf(X) to the determinant.

Proposition 5.4.1. If V is an even-dimensional, oriented, real inner prod-
uct space and X ∈ Skew(V ), then

(5.4.12) Pf(X)2 = detX.

Proof. There is no loss of generality in taking V = Rn, with its standard
orthonormal basis. It follows from results of §3.3 that, given X ∈ Skew(V ),
we can write X = TY T ∗, where T ∈ SO(n) and Y is a sum of 2 × 2
skew-symmetric blocks, of the form

(5.4.13) Yν =

(
0 λν

−λν 0

)
, λν ∈ R.

Then

(5.4.14) ξ(Y ) = λ1 e1 ∧ e2 + · · ·+ λk e2k−1 ∧ e2k,
so (5.4.9) yields

(5.4.15) Pf(Y ) = λ1 · · ·λk.
Now detY = (λ1 · · ·λk)2, so (5.4.12) follows from this and (5.4.11). �



Chapter 6

Linear algebra over
more general fields

We extend the class of vector spaces we work with in the following way.
Instead of taking F to be R or C, we allow F to be an arbitrary field. A field
is a set endowed with operations of addition and multiplication, and these
operations satisfy the same set of commutative, associative, and distributive
laws as do R and C. A set with this structure is called a commutative ring.
In addition, we assume F has a multiplicative identity, 1, and that every
nonzero element a ∈ F has associated an element a−1 such that aa−1 = 1.
See the beginning of §6.1 for more details.

In §6.1 we review topics from previous chapters and discuss how many of
them extend from R and C to more general fields. We also produce various
examples of fields. Examples include

(6.0.1) Z/(p),

when p ∈ N is a prime, and

(6.0.2) F(t),

the set of quotients p(t)/q(t) (with q ̸= 0) of polynomials in t with coefficients
in a field F. These polynomials form a ring, denoted F[t], and (6.0.2) is an
example of the quotient field of a ring R, which is defined when R has the
property that if a, b ∈ R and ab = 0, then a = 0 or b = 0 (we then say R
is an integral domain). Applying this construction to the ring Z of integers
gives the field Q of rational numbers.

Other examples discussed in §6.1 involve algebraic numbers, i.e., roots
of a polynomial with coefficients in Q. For example, we can take a1, . . . , ak

211
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to be algebraic numbers (we say they are elements of A) and form

(6.0.3) Q[a1, . . . , ak],

the set of numbers in C that are polynomials in a1, . . . , ak with coefficients in
Q, or equivalently the ring generated by Q and {a1, . . . , ak}. The fact that
(6.0.3) is actually a field is a special case of the following result established
in §6.1. Assume R is a ring satisfying

(6.0.4) Q ⊂ R ⊂ C.
It follows that R is a vector space over Q. Then

(6.0.5) dimQR <∞ =⇒ R is a field.

The proof is a simple application of the fundamental theorem of linear al-
gebra (which extends readily to the setting of vector spaces over a general
field). Taking off from here, it is shown in §6.1 that A is a field. Further-
more, A is shown to be algebraically closed, i.e., each polynomial p ∈ A[t]
has roots in A. One consequence is that if T ∈ M(n,A), then T can be
conjugated to its Jordan canonical form via an element of M(n,A).

In §6.2 we show that the set A of algebraic numbers coincides with the
set of numbers that are eigenvalues of square matrices with entries in Q. We
use this together with some matrix constructions to obtain another proof
that A is a field.

See Appendix A.4 for further results on construction of fields, including
general finite fields, of which the fields Z/(p) are the first examples. This ap-
pendix pushes beyond algebraic extensions of Q (which give rise to elements
of A), to algebraic extensions of general fields.
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6.1. Vector spaces over more general fields

So far we have considered vector spaces over F, when F is either the set R
of real numbers or the set C of complex numbers. We now introduce a more
general class of candidates for F, called fields. By definition, a field is a set
F, endowed with two operations, addition and multiplication. That is, given
a, b ∈ F, then a + b and ab are defined in F. Furthermore, the following
properties are to hold, for all a, b, c ∈ F. First, there are laws for addition:

Commutative law : a+ b = b+ a,(6.1.1)

Associative law : (a+ b) + c = a+ (b+ c),(6.1.2)

Zero : ∃ 0 ∈ F, a+ 0 = a,(6.1.3)

Negative : ∃ − a, a+ (−a) = 0.(6.1.4)

If only these conditions hold, we say F is a commutative, additive group.
Next, there are laws for multiplication:

Commutative law : ab = ba,(6.1.5)

Associative law : a(bc) = (ab)c,(6.1.6)

Unit : ∃ 1 ∈ F, 1 · a = a,(6.1.7)

and a distributive law, connecting addition and multiplication:

(6.1.8) a(b+ c) = ab+ ac.

Compare the conditions (1.1.10)–(1.1.17). If (6.1.1)–(6.1.8) hold, one says
F is a commutative ring with unit. If (6.1.7) is omitted, one says F is a
commutative ring. If (6.1.5) is also omitted, one says F is a ring, provided
that (6.1.8) is supplemented by

(6.1.9) (b+ c)a = ba+ ca.

We say F is a field provided (6.1.1)–(6.1.8) hold and also the following holds:

(6.1.10) Inverse : ∀ a ̸= 0, ∃ a−1 ∈ F such that aa−1 = 1, 1 ̸= 0.

The reader should be familiar with the fact that R and C satisfy (6.1.1)–
(6.1.10). (Proofs can be found in Chapter 1 of [23].) Another field is Q, the
set of rational numbers. The set Z of integers satisfies (6.1.1)–(6.1.8), but
not (6.1.10), so Z is a commutative ring with unit, but not a field. The sets
M(n,R) and M(n,C) of matrices satisfy (6.1.1)–(6.1.9), with the exception
of (6.1.5) (if n > 1), so they are rings (with unit), but not commutative
rings. More generally, M(n,F) is a ring for each field F, and, even more
generally, for each ring F.

Another important class of rings comes from modular arithmetic. Given
an integer n ≥ 2, we define Z/(n) to consist of equivalence classes of integers,
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where, given a, a′ ∈ Z,

(6.1.11) a ∼ a′ ⇐⇒ n divides a− a′.

(Another notation is a = a′ mod n. We also say a = a′ in Z/(n).) It is easy
to verify that

(6.1.12) a ∼ a′, b ∼ b′ =⇒ a+ b ∼ a′ + b′ and ab ∼ a′b′,

so addition and multiplication are naturally well defined on Z/(n). One also
readily verifies (6.1.1)–(6.1.8), so Z/(n) is a commutative ring with unit, for
each such n.

If n is not a prime, say n = jk with integers j and k, both ≥ 2, then

(6.1.13) j, k ̸= 0 in Z/(n) but jk = 0 in Z/(n),

which is impossible if j has a multiplicative inverse as in (6.1.10). Thus
Z/(n) is not a field if n is not a prime. Conversely, we have the following.

Proposition 6.1.1. If p ∈ N is a prime, then Z/(p) is a field.

Proof. Pick a ∈ Z such that a ̸= 0 in Z/(p), i.e., a is not a multiple of p.
Let

(6.1.14) I = {aj + pk : j, k ∈ Z}.

The set I ⊂ Z has the following properties:

(6.1.15) α, β ∈ I ⇒ α+ β ∈ I, α ∈ I, β ∈ Z ⇒ αβ ∈ I.

(One says I is an ideal.) Let ℓ be the smallest positive element of I. It
follows from (6.1.15) that

(6.1.16) J = {ℓk : k ∈ Z} =⇒ J ⊂ I.

If J ̸= I, then there exists k ∈ N and µ ∈ I such that

(6.1.17) kℓ < µ < (k + 1)ℓ.

But then we get

(6.1.18) 0 < µ− kℓ < ℓ, and µ− kℓ ∈ I,

contradicting the fact that ℓ is the smallest positive element of I. Hence it
is impossible that J ̸= I, so

(6.1.19) J = I.

Looking at (6.1.14), we see that

both a and p must be multiples of ℓ.
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Now if the prime p is a multiple of ℓ, then either ℓ = 1 or ℓ = p. Our
hypothesis on a does not allow ℓ = p, so ℓ = 1. Hence J = Z, so I = Z.
Thus there exist j, k ∈ Z such that

(6.1.20) aj + pk = 1.

Then the equivalence class of j in Z/(p) is the desired inverse a−1. This
proves Proposition 6.1.1. �

We recall that the notion of an ideal arose in §2.2, in the production of
the minimal polynomial. Compare (2.2.9). In that setting, we were dealing
with the set P of polynomials, of the form

(6.1.21) p(λ) = anλ
n + an−1λ

n−1 + · · ·+ a1λ+ a0,

with aj ∈ C. Now addition and multiplication of polynomials is well defined,
and one readily verifies that P satisfies (6.1.1)–(6.1.8), so P is a commutative
ring with unit. We can then construct the space R of rational functions,
consisting of quotients

(6.1.22)
p

q
, p, q ∈ P, q ̸= 0.

We say

(6.1.23)
p

q
∼ p̃

q̃
⇐⇒ pq̃ = p̃q.

It is readily verified that (6.1.1)–(6.1.8) hold for R. Also (6.1.10) holds:

(6.1.24)
(p
q

)−1
=
q

p
, if p ̸= 0.

Hence R is a field.

More generally, instead of requiring the coefficients aj in (6.1.21) to
belong to C, we can take any field F and consider all objects of the form
(6.1.21) with aj ∈ F. We obtain a commutative ring with unit, typically
denoted F[λ]. Then one can pass to the set of quotients as in (6.1.22) and
obtain a field, denoted F(λ). It is useful to make a comment about the
nonvanishing condition. Namely, given p ∈ F[λ], as in (6.1.21), with aj ∈ F,
we say

(6.1.25) p = 0 ⇐⇒ a0 = · · · = an = 0.

Now, such a polynomial also defines a function

Φ(p) : F −→ F,

whose value at a ∈ F is p(a). When F = R or C, we make no notational
distinction between p and Φ(p), because

(6.1.26) if F = R or C, then p(a) = 0 ∀ a ∈ F ⇒ p = 0 in F[λ].
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However, for some fields this can fail. For example, if r is a prime,

(6.1.27) F = Z/(r), p(λ) = λr − λ⇒ p(a) = 0, ∀ a ∈ F.

In such a case, one must carefully distinguish between p ∈ F[λ] and the
associated function Φ(p) on F.

Having defined the notion of a field and given several examples, we turn
to the notion of a vector space over a field. Actually, this is formally just
like that introduced in §1.1. If F is a field, then a vector space over F is a
set V , endowed with two operations, vector addition and multiplication by
scalars (elements of F), satisfying the conditions (1.1.10)–(1.1.17).

One standard example of such a vector space is Fn, defined exactly as in
(1.1.8). An n× n matrix A with entries in F produces a map A : Fn → Fn

just as in (1.2.3)–(1.2.5). This map is linear, where the concept of a linear
map T : V → W from one vector space over F to another is defined just as
in (1.2.1)–(1.2.2). Then L(V,W ), the space of linear transformations from
V to W , has the structure of a vector space over F, just as in (1.2.11)–
(1.2.12). Composition of such operators is given by matrix multiplication,
as in (1.2.15)–(1.2.18). Given such T ∈ L(V,W ), the spaces N (T ) and R(T )
are defined just as in (1.2.24)–(1.2.25), and they are vector spaces over F.

The results on linear independence, bases, and dimension developed in
§1.3 extend to this more general setting, as does the fundamental theorem
of linear algebra, Proposition 1.3.6, and its corollaries, which finish up §1.3.

Material on determinants and invertibility developed in §1.5 extends to
n × n matrices with coefficients in a general field F, though one wrinkle is
encountered. The argument in Proposition 1.5.1 needs to be modified for
those fields F (such as Z/(2)) for which 1 = −1. Details are given at the end
of this section; see Proposition 6.1.9. For the special case F = Z/(2), see
Exercise 4 below. For another approach, valid for matrices over commutative
rings, see material in §7.1, involving (7.1.19)–(7.1.25). One result of §1.5
that is special to the fields F = R and C is Proposition 1.5.8 on denseness
of Gℓ(n,F) in M(n,F). This does not extend to general fields.

Material in §2.1 on eigenvalues and eigenvectors extend to general fields
F, except for results that invoke the fundamental theorem of algebra, such
as Proposition 2.1.1. For Proposition 2.1.1 to work when V is a vector space
over a field F, one needs to know that, whenever p(λ) is a polynomial of
the form (6.1.21), with aj ∈ F, n ≥ 1, and an ̸= 0, then p(λk) = 0 for
some λk ∈ F. When a field F has this property, we say F is algebraically
closed. The content of the fundamental theorem of algebra (established in
Appendix A.1) is that C is algebraically closed. On the other hand, R is
not algebraically closed, since λ2 + 1 has no root in R. It is significant that
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R is contained in the algebraically closed field C. Generally, we have the
following.

Proposition 6.1.2. Each field F is a subfield of some algebraically closed

field F̃.

A proof of this would take us too far afield (so to speak), and we refer
to [11], Chapter 7, §2.

If F is a subfield of F̃ and V is an n-dimensional vector space over

F, we can pass to a vector space Ṽ over F̃ by taking a basis {e1, . . . , en}
of V and letting the coefficients aj in a1e1 + · · · + anen run over F̃. For

example, V = Fn gives rise to Ṽ = F̃n. An element T ∈ L(V ) with matrix

representation (ajk), ajk ∈ F, naturally acts also on Ṽ .

If V is an n-dimensional vector space over F and F is algebraically closed,
then Proposition 2.1.1 works, and the results of §2.2 on generalized eigenvec-
tors also work. Going further, the results of §2.3 on triangular matrices and
nilpotent matrices extend to the setting where V is a vector space over an
algebraically closed field F (including the Cayley-Hamilton theorem), and
so do the results of §2.4, on the Jordan canonical form.

On the other hand, results of Chapter 3 are special to vector spaces over
R and C.

Back to generalities, results of §§4.1 and 4.3, and §§5.1–5.3 extend readily
to vector spaces over a general field F, except for wrinkles in exterior algebra
when 1 = −1 in F.

The reader can have fun verifying these claims, none of which are hard
(though they require a vigorous re-examination of these previous sections).

We return to the issue of describing examples of fields, and discuss some
subsets of R and C that can be shown to be fields. To start, we take the
irrational number

√
2 and consider

(6.1.28) Q[
√
2] = {a+ b

√
2 : a, b ∈ Q}.

It is readily verified that Q[
√
2] is a subset of R that is closed under addition

and multiplication, so it is a commutative ring with unit. As for (6.1.10),
note that if a, b ∈ Q,

(6.1.29)
1

a+ b
√
2
=
a− b

√
2

a2 − 2b2
∈ Q[

√
2],

if either a ̸= 0 or b ̸= 0. Indeed, in such a case, the fact that
√
2 is irrational

implies that the denominator a2−2b2 on the right side of (6.1.29) is nonzero.
Thus Q[

√
2] is a field. A similar analysis applies to

(6.1.30) Q[i] = {a+ bi : a, b ∈ Q},
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where i =
√
−1, and to many other cases, such as Q[

√
3] and Q[

√
−5]. Note

that these are vector spaces over Q of dimension 2.

We next look at Q[
√
2,
√
3], the ring generated by Q,

√
2, and

√
3, i.e.,

(6.1.31) Q[
√
2,
√
3] = {a+ b

√
2 + c

√
3 + d

√
6 : a, b, c, d ∈ Q}.

This is a vector space over Q of dimension 4. It is in fact a field, but
the demonstration is perhaps not as straightforward as that for Q[

√
2] in

(6.1.29). That it is a field is, however, a special case of the following.

Proposition 6.1.3. Let R be a ring such that Q ⊂ R ⊂ C. Assume R is a
finite-dimensional vector space over Q. Then R is a field.

Proof. Given a nonzero a ∈ R, consider

(6.1.32) Ma : R −→ R, Mab = ab,

which is linear over Q. As long as a ̸= 0, Ma is clearly injective. The finite
dimensionality of R then implies Ma is surjective (cf. Corollary 1.3.7), so
there exists b ∈ R such that ab = 1. �

Let R be as in Proposition 6.1.3. Say its dimension, as a vector space
over Q, is n. We write

(6.1.33) dimQR = n.

Take ξ ∈ R. Then {1, ξ, . . . , ξn} is a subset of R with n+ 1 elements, so it
is linearly dependent. Thus there exist aj ∈ Q, not all 0, such that

(6.1.34) anξ
n + · · ·+ a0 = 0.

We say ξ is an algebraic number (of degree ≤ n) if it satisfies an equation
of the form (6.1.34). We have established the following.

Proposition 6.1.4. If R ⊃ Q is a ring satisfying (6.1.33), then each ξ ∈ R
is an algebraic number of degree ≤ n.

This has an easy converse.

Proposition 6.1.5. If ξ ∈ C is an algebraic number of degree n, then the
ring Q[ξ] has dimension ≤ n.

Proof. If ξ satisfies (6.1.34) with aj ∈ Q, not all 0, then the set {1, ξ, . . . , ξn−1}
spans Q[ξ]. �

Suppose we have two algebraic numbers, ξ, satisfying (6.1.34), and η,
satisfying

(6.1.35) bmη
m + · · ·+ b0 = 0,
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with bj ∈ Q, not all 0. Consider the ring Q[ξ, η] ⊂ C. Elements of this ring
have the form

(6.1.36)

N∑
j,k=0

ajkξ
jηk, ajk ∈ Q, N ∈ N.

The equations (6.1.34) and (6.1.35) guarantee that

{ξjηk : 0 ≤ j ≤ n− 1, 0 ≤ k ≤ m− 1} spans Q[ξ, η],

as a vector space over Q. Thus

(6.1.37) dimQQ[ξ, η] ≤ mn,

and Propositions 6.1.3–6.1.4 apply. Thus Q[ξ, η] is a field, and both ξ + η
and ξη belong to it, as does ξ−1, if ξ ̸= 0. Since, by Proposition 6.1.4, each
element of Q[ξ, η] is an algebraic number, we have the following.

Proposition 6.1.6. The set A of algebraic numbers in C is a field.

A different proof of this result is given in section 6.2.

We can extend the argument leading to (6.1.37). If aj ∈ C are algebraic
numbers, of degree ≤ mj , for 1 ≤ j ≤ µ, and if Q[a1, . . . , aµ] is the ring
generated by them, whose elements have the form

(6.1.38)
N∑

j1,...,jµ=0

bj1···jµa
j1
1 · · · ajµµ , bj1···jµ ∈ Q, N ∈ N,

then

(6.1.39) dimQQ[a1, . . . , aµ] ≤ m1 · · ·mµ.

Suppose now that ξ ∈ C satisfies

(6.1.40) aµξ
µ + · · ·+ a1ξ + a0 = 0,

with aj ∈ A as above, aµ ̸= 0. Consider the ring

(6.1.41) Q[a1, . . . , aµ, ξ] = F[ξ],

where F is the field (thanks to (6.1.39) and Proposition 6.1.3)

(6.1.42) F = Q[a1, . . . , aµ].

The equation (6.1.40) implies

(6.1.43) dimF F[ξ] ≤ µ,

This together with (6.1.39) gives

(6.1.44) dimQQ[a1, . . . , aµ, ξ] ≤ µm1 · · ·mµ.

Thus Q[a1, . . . , aµ, ξ] is a field, consisting of algebraic numbers, and in par-
ticular we conclude that ξ ∈ A. This proves the following.
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Proposition 6.1.7. The field A of algebraic numbers is algebraically closed.

Remark. The proof of Proposition 6.1.7 given above started with a root
ξ ∈ C of (6.1.40), and hence made use of the fundamental theorem of algebra
(established in Appendix A.1).

In light of Proposition 6.1.7, results of §§2.1–2.2 on eigenvectors and
generalized eigenvectors apply, as do results of §13 on the Jordan canonical
form. We record the latter.

Proposition 6.1.8. Let A ⊂ C denote the field of algebraic numbers. Given
A ∈M(n,A), each eigenvalue of A is an element of A, and there exists an
invertible B ∈M(n,A) such that B−1AB is in Jordan normal form.

More on determinants

Earlier in this section we noted that material in §1.5 extends to n × n
matrices with coefficients in a general field F, except that a modification
is needed for fields in which 1 = −1. (One says F has characteristic 2.)
Here we provide a development of the determinant that works uniformly
for all fields, including those of characteristic 2. The key is to establish the
following variant of Proposition 1.5.1.

Proposition 6.1.9. Let F be a field. There is a unique function

(6.1.45) ϑ :M(n,F) −→ F
satisfying the following three properties:

(a) ϑ is linear in each column of A,
(b′) ϑ(A) = 0 if A has two columns that are identical,
(c) ϑ(I) = 1.

We denote this function by det.

The way this differs from Proposition 1.5.1 (aside from involving more
general fields) is that here the hypothesis (b′) replaces

(b) ϑ(Ã) = −ϑ(A) if Ã is obtained from A by interchanging two columns.

From (b) it follows that ϑ(A) = −ϑ(A) if two columns of A are identical,
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and this implies ϑ(A) = 0 unless F has characteristic 2. On the other hand,
we claim that, for every field F,

(6.1.46) (a) and (b′) ⇒ (b).

To see this, let Ã be obtained from A by switching columns j and k; say
j < k, so A = (a1, . . . , aj , . . . , ak, . . . , an). Then (a) and (b′) imply

(6.1.47)

ϑ(A) = ϑ(a1, . . . , aj + ak, . . . , ak, . . . , an)

= ϑ(a1, . . . , aj + ak, . . . ,−aj , . . . , an)
= ϑ(a1, . . . , ak, . . . ,−aj , . . . , an)

= −ϑ(Ã),

as desired.

Proof of Proposition 6.1.9. In light of (6.1.46), calculations made in the
proof of Proposition 1.5.1 apply here to show that if ϑ satisfies (a), (b′) and
(c) (and hence also (b)), then the following identity must hold:

(6.1.48) ϑ(A) =
∑
σ∈Sn

(sgnσ)aσ(1)1 · · · aσ(j)j · · · aσ(k)k · · · aσ(n)n.

It remains to show that ϑ, given by (6.1.48), satisfies (a), (b′), and (c).
Arguments given in §1.5 show that ϑ satisfies (a), (b), and (c). It remains
to show that ϑ satisfies (b′).

For this, let us set

(6.1.49) Sn = S+
n ∪ S−

n , S±
n = {σ ∈ Sn : sgnσ = ±1},

so

(6.1.50)

ϑ(A) = δ+(A)− δ−(A),

δ±(A) =
∑
σ∈S±

n

aσ(1)1 · · · aσ(j)j · · · aσ(k)k · · · aσ(n)n.

Now suppose Ã is obtained from A by switching columns j and k (say j < k).
Then

(6.1.51)

δ+(Ã) =
∑
σ∈S+

n

aσ(1)1 · · · aσ(j)k · · · aσ(k)j · · · aσ(n)n

=
∑
σ∈S+

n

aσjk(1)1 · · · aσjk(j)j · · · aσjk(k)k · · · aσjk(n)n,

where

(6.1.52) σjk = σ ◦ γjk, γjk ∈ Sn switches j and k.
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For each such j and k, {σ ◦ γjk : σ ∈ S+
n } = S−

n , so (6.1.51) yields

(6.1.53)

δ+(A) =
∑
σ∈S−

n

aσ(1)1 · · · aσ(j)j · · · aσ(k)k · · · aσ(n)n

= δ−(A).

In particular,

(6.1.54) A = Ã =⇒ δ+(A) = δ−(A) =⇒ ϑ(A) = 0,

and we have (b′). This proves Proposition 6.1.9. �

Exercises

1. Let F be a field. Show that, if a, b ∈ F,
a+ b = a⇒ b = 0,

a+ 0 · a = (1 + 0)a = a,

0 · a = 0,

a+ b = 0 ⇒ b = −a,
a+ (−1)a = 0 · a = 0,

(−1)a = −a.
Hint. See Exercise 2 of §1.1.

2. Let V be a vector space over F. Take a ∈ F, v, w ∈ V . Show that the
results (1.1.18) hold. Show also that

a · 0 = 0 ∈ V, a(−v) = −av.

Hint. See Exercises 2–3 of §1.1.

3. Check (6.1.27) explicitly for r = 2, 3, and 5.
Try to prove it for all primes r. Hint. See Appendix A.3.

4. Given A = (ajk) ∈M(n,Z/(2)), pick

Ã = (ãjk) ∈M(n,Z) ⊂M(n,R), ajk = ãjk mod 2.

Show that det Ã mod 2 is independent of the choice of such Ã. Show that
taking

det :M(n,Z/(2)) −→ Z/(2), detA = det Ã mod 2,

gives a good determinant on M(n,Z/(2)).
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5. For which primes p does −1 have a square root in Z/(p)?

6. Set F = Z/(3) and consider the ring R = F[
√
−1]. Show that R is a field.

What is dimFR?

In Exercises 7–8, we take

A =

(
0 −1
1 0

)
∈M(2,F).

7. Find the eigenvalues and eigenvectors of A when

F = Z/(2),
F = Z/(5).

8. Find the eigenvalues and eigenvectors of A when

F = Z/(3)[
√
−1].

Hint. One task is to figure out what this object is and why it is a field. This
was set up in Exercise 6. One might also peek ahead at Exercises 17–18 of
§7.1. For still more, see Appendix A.4.

Exercises 9–12 expand on arguments used to prove Proposition 6.1.1.

9. Recall that an ideal in Z is a nonempty subset I ⊂ Z satisfying (6.1.15).
Show that, if I ⊂ Z is a nonzero ideal and ℓ is the smallest positive element
of I, then

I = (ℓ) = {ℓk : k ∈ Z}.
Hint. Review the proof of Proposition 6.1.1.

10. Generally, if ℓ1, . . . , ℓµ ∈ Z, we set

(ℓ1, . . . , ℓµ) = {ℓ1k1 + · · ·+ ℓµkµ : kj ∈ Z}.

Show that this is an ideal. This is called the ideal in Z generated by the set
{ℓ1, . . . , ℓµ}.

11. Given m,n ∈ Z, both nonzero, apply Exercises 9–10 to the ideal (m,n)
to conclude that there exists ℓ ∈ N such that (m,n) = (ℓ). Explain why ℓ is
called the greatest common divisor of m and n. We write

ℓ = gcd(m,n).
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12. Given m,n ∈ Z, both nonzero, we say they are relatively prime if
they have no common prime factors. Show that this holds if and only if
gcd(m,n) = 1, and hence if and only if there exist j, k ∈ Z such that

mj + nk = 1.

13. Given m,n ∈ N, we denote by lcm(m,n) the least common multiple of
m and n, i.e., the smallest element of N that is an integral multiple of both
m and n. Show that

lcm(m,n) · gcd(m,n) = mn.

14. Take m1 and m2 in N, say m2 < m1. This exercise sketches a method to
compute gcd(m1,m2), known as the Euclidean algorithm. To start, divide
m2 into m1, computing quotient and remainder, to write

m1 = q2m2 +m3, q2 ∈ N, 0 ≤ m3 < m2.

If m3 = 0, then gcd(m1,m2) = m2. Otherwise, show that

gcd(m1,m2) = gcd(m2,m3).

To proceed, write

m2 = q3m3 +m4, q3 ∈ N, 0 ≤ m4 < m3,

and continue. Show that this process terminates in a finite number of steps,
with

mν = qν+1mν+1,

hence mν+1 = gcd(m1,m2).

15. Show that the set A of algebraic numbers is countable.
Hint. The set of polynomials with rational coefficients is countable.
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6.2. Rational matrices and algebraic numbers

Algebraic numbers are numbers that are roots of polynomials with rational
coefficients. In other words, given a ∈ C, a is an algebraic number if and
only if there exists a polynomial

(6.2.1) p(z) = zn + an−1z
n−1 + · · ·+ a1z + a0, aj ∈ Q,

such that

(6.2.2) p(a) = 0.

Clearly numbers like 21/2 and 31/3 are algebraic numbers. It might not be
so clear that 21/2 + 31/3 and (21/2 + 31/3)(51/2 + 71/3) are. Such results are
special cases of the following (which was proved in Proposition 6.1.6, by a
different method).

Theorem 6.2.1. If a, b ∈ C are algebraic numbers, so are a + b and ab.
If also a ̸= 0, then 1/a is an algebraic number. Hence the set of algebraic
numbers is a field.

Here we present another proof of this, using some linear algebra. The
following result is the first key.

Proposition 6.2.2. Given a ∈ C, a is an algebraic number if and only if
there exists A ∈M(n,Q) such that a is an eigenvalue of A.

Proof. This proposition has two parts. For the first part, assume A ∈
M(n,Q). The eigenvalues of A are roots of the characteristic polynomial

(6.2.3) p(z) = det(zI −A).

It is clear that such p(z) has the form (6.2.1), so by definition such roots are
algebraic numbers.

For the converse, given that a ∈ C is a root of p(z), as in (6.2.1), we can
form the companion matrix,

(6.2.4) A =


0 1 · · · 0 0
0 0 · · · 0 0
...

...
...

...
0 0 · · · 0 1

−a0 −a1 · · · −an−2 −an−1

 ,

as in (2.3.20), with 1s above the diagonal and the negatives of the coefficients
a0, . . . , an−1 along the bottom row. As shown in Proposition 2.3.4, if A is
given by (6.2.4), and p(z) by (6.2.1), then (6.2.3) holds. Consequently, if
a ∈ C is a root of p(z), in (6.2.1), then a is an eigenvalue of the matrix A in
(6.2.4), and such A belongs to M(n,Q). �
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Returning to Theorem 6.2.1, given algebraic numbers a and b, pick A ∈
M(n,Q) such that a is an eigenvalue of A and B ∈M(m,Q) such that b is
an eigenvalue of B. Consider

(6.2.5) A⊗ Im + In ⊗B : Cmn −→ Cmn.

It follows from Proposition 5.2.2 that

(6.2.6) Spec(A⊗ Im + In ⊗B) = {α+ β : α ∈ SpecA, β ∈ SpecB}.
Thus

(6.2.7) a+ b is an eigenvalue of A⊗ Im + In ⊗B ∈M(mn,Q),

so a+ b is an algebraic number.

Next, consider

(6.2.8) A⊗B : Cmn −→ Cmn.

Proposition 5.2.2 also gives

(6.2.9) Spec(A⊗B) = {αβ : α ∈ SpecA, β ∈ SpecB}.
Thus

(6.2.10) ab is an eigenvalue of A⊗B ∈M(mn,Q),

so ab is an algebraic number.

Finally, let a ̸= 0 be an algebraic number. Then a is a root of a polyno-
mial of the form (6.2.1), and since a ̸= 0, we can assume a0 ̸= 0 in (6.2.1).
(Otherwise, factor out an appropriate power of z.) Now the identity (6.2.3)
for the companion matrix A in (6.2.4) implies

(6.2.11) detA = (−1)np(0) = (−1)na0 ̸= 0,

so A ∈M(n,Q) in (6.2.4) is invertible. Formulas for A−1 from §1.5 yield

(6.2.12) A−1 ∈M(n,Q),

and 1/a is an eigenvalue of A−1. Hence 1/a is an algebraic number, as
asserted. This finishes the proof of Theorem 6.2.1.



Chapter 7

Rings and modules

The concept of a ring arose in Chapter 6, on the way to defining the concept
of a field. A commutative ring R is endowed with operations of addition and
multiplication, satisfying the usual commutative, associative, and distribu-
tive laws. One can drop the commutative law of multiplication to obtain
the general class of rings. However, most of our attention in this chapter
will be devoted to commutative rings with unit, as we discuss the extension
of linear algebra from the study of vector spaces over fields to the study of
modules over such a class of rings.

The basic definitions of these two classes of objects look quite similar.
A module M over a ring R is a commutative, additive group, for which
there is a “scalar multiplication” a ∈ R, u ∈ M ⇒ au ∈ M, satisfying the
same sorts of associative and distributive laws as one has for vector spaces
(including 1 · u = u). However, passing to rings allows for a much greater
variety of phenomena.

To give some flavor of the difference, consider the n-fold product Rn,
whose elements are n-tuples of elements of a ringR; picture these as columns.
We can also bring in M(n,R), consisting of n × n matrices of elements of
R, and form

(7.0.1) Au ∈ Rn, for A ∈M(n,R), u ∈ Rn,

just as done in Chapter 1. Furthermore, the notion of determinant extends,
yielding detA ∈ R, whenever R is a commutative ring. However, if you

227
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examine the properties

(7.0.2)

A is injective,

A is surjective,

detA ̸= 0,

no two of these are necessarily equivalent. Some examples of differences
arise from the fact that some rings, such as Z/(k) when k is composite, have
zero-divisors, i.e., there exist a, b ∈ R, both nonzero, such that ab = 0. A
ring with no such zero-divisors is called an integral domain. Yet, even when
R is an integral domain, one does not have equivalence in (7.0.2).

Going further, recall that if V is a vector space over a field F, and if it is
spanned by a finite set of elements, then it has a basis, and it is isomorphic
to Fn for some n. On the other hand, for many rings R, a module M over
R spanned by a finite number of elements (we say finitely generated) need
not be isomorphic to Rn for any n. If it is, we say M is free. Lots of finitely
generated modules are not free.

Section 7.1 pursues such matters on a general level. It also introduces
such concepts as submodules, quotient modules, and dual modules, and dis-
cusses similarities and differences with the vector space case. In subsequent
sections we look at modules over several special classes of rings.

The first special class of rings we treat is the class of principal ideal
domains (PIDs). A commutative ring with unit R that is an integral domain
is a PID provided that, if I ⊂ R is an ideal, i.e.,

(7.0.3) a, b ∈ I =⇒ a+ b ∈ I, a ∈ I, b ∈ R =⇒ ab ∈ I,

then it has a single generator, i.e.,

(7.0.4) I = (a0) = {a0b : b ∈ R}.

Such a condition (though without the name) arose in the study of generalized
eigenvectors, in §2.2. In current parlance, the content of Lemma 2.2.3 is that
the polynomial ring C[t] is a PID. The same argument shows that F[t] is a
PID whenever F is a field. Another example of a PID is Z, and numerous
further examples are considered in §7.2. There is a structure theory for
finitely generated modules over a PID, R. First, if E is such a module, there
is a submodule F ⊂ E that is free, and a direct sum decomposition

(7.0.5) E = Eτ ⊕F ,

where Eτ consists of torsion elements of E , i.e., of u ∈ E such that au = 0 for
some nonzero a ∈ R. The set Eτ is seen to be a submodule of F , necessarily
finitely generated. Furthermore, there is an analysis of the structure of such
a finitely generated torsion module, given in Proposition 7.2.14.
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In §7.3 we apply the structure theory of §7.2 to the study of a transfor-
mation A ∈ L(V ) when V is a finite-dimensional vector space over a field
F. The transformation A gives V the structure of an F[t]-module, via

(7.0.6) p · v = p(A)v, p ∈ F[t], v ∈ V.

The set of p ∈ F[t] such that p(A) = 0 is an ideal, hence generated by a single
element mA ∈ F[t], called the minimal polynomial of A. Since mA · v = 0
for all v, this makes V a torsion module over F[t], and the structure theory
of Proposition 7.2.14 applies. If F is algebraically closed, mA(t) factors into
linear factors, and (for F = C) we recover results of Chapter 2 on generalized
eigenspaces and on the Jordan canonical form for A, now in the setting of a
general algebraically closed field. The reader might compare the approach
here with that taken in Chapter 2, keeping in mind how the notion of C[t]
as a PID arose in that earlier chapter.

We mention two other significant properties of PIDs established in §7.2.
One is that if R is a PID,

(7.0.7)
Ij ⊂ R ideals, I1 ⊂ I2 ⊂ · · · ⊂ Ik ⊂ · · ·
=⇒ Iℓ = Iℓ+1 = · · · , for some ℓ.

Another is that if R is a PID and a ∈ R \ 0 is not invertible, then we can
write

(7.0.8) a = p1 · · · pN , pj ∈ R irreducible,

i.e., pj = bc, b, c ∈ R ⇒ b or c is invertible. Furthermore, this factorization
is unique, up to ordering and multiplication by invertible elements. It is
of great interest that these properties hold for all PIDs, and one also seeks
other classes of rings for which they hold. In connection with this, we note
that the polynomial rings

(7.0.9) Z[t] and C[x, y] are not PIDs.

We take this as motivation to discuss two further classes of rings, in §§7.5–
7.6, after an intermezzo in §7.4, devoted to the ring of algebraic integers and
its finitely generated subrings, some of which are PIDs and others of which
belong to categories considered below.

Section 7.5 is devoted to Noetherian rings. Such a ring R is a commuta-
tive ring with unit, satisfying (7.0.7). Another characterization is that each
ideal I ⊂ R is finitely generated. The content of (7.0.7) applied to PIDs
is that each PID is a Noetherian ring. It is of great interest to know that
the rings in (7.0.9) are also Noetherian rings. This is a consequence of a
fundamental result known as the Hilbert basis theorem, which states that

(7.0.10) R Noetherian ⇒ R[t] Noetherian.
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Section 7.5 also treats Noetherian modules, an important extension of the
class of finitely generated modules over a PID.

Section 7.6 treats unique factorization domains (UFDs). Such a do-
main is a commutative ring with unit that is an integral domain and satis-
fies (7.0.8), together with the accompanying essential uniqueness statement.
The content of (7.0.8) applied to PIDs is that each PID is a UFD. As it
turns out, in addition the rings in (7.0.9) are UFDs. More generally, as
established in §7.6,
(7.0.11) R is a UFD ⇒ R[t] is a UFD.

This opens up a substantially larger class of rings that are seen to be UFDs.
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7.1. Rings and modules

The notion of a ring was defined in §6.1. For the purpose of this section,
a ring will always have a unit, so it satisfies the conditions (6.1.1)–(6.1.10),
except for (6.1.5) (whose validity then defines the notion of a commutative
ring).

Given such a ring R, a module over R is a set M with the following
structure. First, it is a commutative, additive group. Next, there is a
product R × M → M, associating to each a ∈ R and u ∈ M an element
au ∈ M, and the product satisfies the following conditions, for all a, b ∈ R
and u, v ∈ M:

(7.1.1)

a(u+ v) = au+ av,

(a+ b)u = au+ bu,

(ab)u = a(bu),

1 · u = u.

Note that these conditions are close to those defining a vector space. In fact,
a vector space is precisely an R-module when R is a field.

Such an R-module is also called a left R-module. A right R-module is
a commutative additive group M with a product M×R → M, assigning
ot each a ∈ R, u ∈ M an element ua ∈ M, satisfying, in place of (23.1), the
conditions

(7.1.2)

(u+ v)a = ua+ va,

u(a+ b) = ua+ ub,

u(ab) = (ua)b,

u · 1 = u.

One class of examples of modules is provided by the class of commutative
additive groups. If M is such a group, then M naturally has the structure
of a Z-module, with

(7.1.3) ku = u+ · · ·+ u (k summands),

for k ∈ N, u ∈ M, and (−k)u = −(ku).

To take another class of examples, the set Rn, consisting of columns

(7.1.4) u =

u1...
un

 , uj ∈ R,
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has the structure of a left R-module, with

(7.1.5) au =

au1...
aun

 , a ∈ R, u ∈ Rn,

and also the structure of a right R-module, with

(7.1.6) ua =

u1a...
una

 , a ∈ R, u ∈ Rn.

Next, consider M(m × n,R), the set of m × n matrices with entries in
R, with a typical element

(7.1.7) U =

u11 · · · u1n
...

...
um1 · · · umn

 , ujk ∈ R.

Matrix operations are defined as in §1.2. We see that M(m× n,R) is a left
M(m,R)-module, and also a right M(n,R)-module, with products

(7.1.8) (A,U) 7→ AU, (U,B) 7→ UB,

given by matrix multiplication.

Suppose M1 and M2 are both left R-modules. A map

(7.1.9) T : M1 −→ M2

is said to be a module homomorphism (also called anR-linear map) provided

(7.1.10) T (au+ bv) = aTu+ bTv,

for all a, b ∈ R, u, v ∈ M1. If instead M1 and M2 are right R-modules, the
condition for T to be R-linear is

(7.1.11) T (ua+ vb) = (Tu)a+ (Tv)b,

for all such a, b, u, v.

For some examples of module homomorphisms, take A ∈ M(m × n,R)
and consider

(7.1.12) A : Rn −→ Rm,

with Au given by matrix multiplication, as in (1.2.5). This is an R-module
homomorphism, for Rn and Rm considered as right R-modules. Generally,
it is not a homomorphism of left R-modules, unless R is a commutative
ring (or at least all the matrix entries ajk commute with each element of
R). Partly for this reason, modules over commutative rings have more in
common with vector spaces than those over non-commutative rings.
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Given R-modules Mj , we denote by L(M1,M2) the set of R-linear
maps from M1 to M2, if the ring R is understood. If we want to emphasize
what R is, we write HomR(M1,M2). One might see a need for notation
that distinguishes between the cases of left R-modules and right R-modules,
but we will not bring in further notational baggage.

In fact, we will have no need to. From here on, we will restrict our atten-
tion to the case where R is a commutative ring, with unit (and, without loss
of generality, all modules will be left modules). Note that HomR(M1,M2)
gets the structure of an R-module, such that

(7.1.13) (aT )(u) = a(Tu).

In linear algebra over such a commutative ring, some results we have seen
in the vector space setting extend quite cleanly, and some need moderate
to substantial modification. We look at some clean extensions first, starting
with determinants.

If m = n in (7.1.12), the n× n matrix

(7.1.14) A =

a11 · · · a1n
...

...
an1 · · · ann

 , ajk ∈ R,

represents the generalR-linear map fromRn to itself. We can extend Propo-
sition 1.5.1 to produce the determinant function

(7.1.15) det :M(n,R) −→ R,

with essentially no change in the argument, as long as R has the property
that

(7.1.16) a ∈ R, a ̸= 0 =⇒ a ̸= −a.

In such a case, we again obtain the formula (1.5.29), i.e.,

(7.1.17) detA =
∑
σ∈Sn

(sgnσ)aσ(1)1 · · · aσ(n)n.

Next, the proof of Proposition 1.5.3 goes through, so we have

(7.1.18) det(AB) = (detA)(detB),

provided A,B ∈M(n,R), where R is a commutative ring, with unit, satis-
fying (7.1.16).

There are rings that do not satisfy (7.1.16), such as Z/(2), which is not
only a commutative ring with unit, but actually a field. What fails when R
does not satisfy (7.1.16) is the deduction (1.5.12) from rule (b) in Proposition
1.5.1, since what rule (b) gives directly is detB = −detB, whenever B has
two identical columns. As we will see, we can extend the determinant to
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work for all commutative rings R with unit, even when (7.1.16) fails. We
describe one approach below. For another, see Exercise 7 below.

To do this, let {xα : α ∈ A} be a (possibly infinite) set of “variables,”
and form the ring

(7.1.19) R̃ = Z[xα, α ∈ A],

i.e., the ring of polynomials in these variables, with coefficients in Z. Cer-

tainly R̃ satisfies (7.1.16), so we have a determinant

(7.1.20) detR̃ :M(n, R̃) −→ R̃,

satisfying (7.1.17) and (7.1.18). Now let R be an arbitrary commutative
ring with unit, perhaps not satisfying (7.1.16). Pick a set A and a map
xα 7→ aα such that {aα : α ∈ A} generates R, i.e., every element of R is a
polynomial (with integer coefficients) in these elements aα. (One possiblility
is that A = R and aα = α.) This gives rise to a map

(7.1.21) φ : R̃ −→ R,

taking a polynomial in {xα} with integral coefficients to the corresponding
polynomial in {aα}. This is a ring homomorphism, i.e.,

(7.1.22) φ(p+ q) = φ(p) + φ(q), φ(pq) = φ(p)φ(q),

for all p, q ∈ R̃. Also it is surjective, i.e., given a ∈ R, a = φ(p) for some

p ∈ R̃ (perhaps not unique). This gives rise to ring homomorphisms

(7.1.23) φn :M(n, R̃) −→M(n,R),

taking (xjk)1≤j,j≤n to (φ(xjk)), and these maps are surjective. Thus, given
A ∈M(n,R), one can pick

(7.1.24) X ∈M(n, R̃) such that φn(X) = A.

We propose to define det :M(n,R) → R so that

(7.1.25) detA = φ(detR̃X),

for X as in (7.1.24). We need to show that (7.1.25) depends only on A, so

we get the same result if X in (7.1.24) is replaced by Y ∈ M(n, R̃) such
that φn(Y ) = A. Indeed, since the analogue of (7.1.17) holds for detR̃ in
(7.1.20), it follows that, whenever (7.1.24) holds, for A ∈ M(n,R), of the
form (7.1.14), then detA satisfies (7.1.17), which indeed depends only on A.
Thus det :M(n,R) → R is well defined by (7.1.24)–(7.1.25). The fact that
φ is a ring homomorphism then gives (7.1.18).

With these arguments accomplished, one can extend the results of Exer-
cises 7–9 of §1.5, on expanding determinants by minors, to matrices whose
entries belong to a commutative ring R, first in case R satisfies (7.1.16),
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hence for R = R̃ as in (7.1.19), then for general commutative R. One can
then proceed from (1.5.52) to the Cramer formula (1.5.54), i.e.

(7.1.26) CA = (detA)I, C = (cjk), cjk = (−1)j−k detAkj ,

with Akj ∈ M(n − 1,R) as in (1.5.52). If we replace A ∈ M(n,R) by its
transpose At, the argument yielding (1.5.37), i.e.,

(7.1.27) detA = detAt,

continues to hold. Then we can replace A by At in (7.1.26) and take the
transpose of the resulting identity, to get

(7.1.28) AC = (detA)I.

One consequence of the identities above is the following variant of Propo-
sition 1.5.6.

Proposition 7.1.1. Let R be a commutative ring with unit and let A ∈
M(n,R). Then A is invertible if and only if

(7.1.29) detA has a multiplicative inverse in R.

Proof. If detA has an inverse b ∈ R, then bC is the inverse ofA. Conversely,
if A has an inverse B then (detB)(detA) = 1, so detB is the multiplicative
inverse of detA. �

Invertibility of such A is equivalent to the map A : Rn → Rn being both

(7.1.30)

one-to-one (injective),

and

onto (surjective).

In the case of n-dimensional vector spaces over a field, these two properties
are equivalent, and they are also equivalent to the condition detA ̸= 0.
Matters are different for other rings.

For example, take n = 1,R = Z, and A ∈ Z\{−1, 0, 1}. Then A : Z → Z
is injective but not surjective. Generally, for n = 1, A surjective ⇒ Au = 1
for some u ∈ R ⇒ A invertible. The converse is clear, so

(7.1.31) For n = 1, A is surjective ⇔ A is invertible.

On the other hand, if we set

(7.1.32) Z(R) = {a ∈ R : ab = 0 for some nonzero b ∈ R},
then

(7.1.33) For n = 1, A is injective ⇔ A ∈ R \ Z(R).

The set Z(R) is called the set of zero divisors in R. If R is a commutative
ring with unit and Z(R) = 0, we say R is an integral domain. Clearly Z is
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an integral domain. Every field is an integral domain, including Z/(p) for p
prime. However, if n is composite, say n = jk, j, k ≥ 2, then

(7.1.34) n = jk =⇒ j, k ∈ Z(Z/(n)).

Returning to the study of A ∈ M(n,R) for general n, we see from
(7.1.26) and (7.1.28) that

(7.1.35)
A and C both injective ⇐⇒ detA /∈ Z(R),

A and C both surjective ⇐⇒ detA invertible in R.

In particular, if R is an integral domain, then A and C are both injective if
and only if detA ̸= 0. In this case, we can go further.

Proposition 7.1.2. If R is an integral domain and A ∈M(n,R), then

(7.1.36) A is injective ⇐⇒ detA ̸= 0.

Proof. The “⇐” part follows from the first part of (7.1.35). To establish
the “⇒” part, we bring in the following important construction. �

Given an integral domain R, we associate a field FR, called the quotient
field ofR, as follows. Elements of FR consist of equivalence classes of objects

(7.1.37)
a

b
, a, b ∈ R, b ̸= 0,

where the equivalence relation is

(7.1.38)
a

b
∼ a′

b′
⇐⇒ ab′ = a′b.

If also c, d ∈ R, d ̸= 0, set

(7.1.39)
a

b
+
c

d
=
ad+ bc

bd
,

a

b
· c
d
=
ac

bd
.

Since R is an integral domain, we have bd ̸= 0. These operations respect
the equivalence relation (7.1.38) and lead to a well defined sum and product
on FR, which is then seen to be a field. In particular, for a, b ∈ R,

(7.1.40) a ̸= 0, b ̸= 0 =⇒
(a
b

)−1
=
b

a
.

We have a map

(7.1.41) ι : R −→ FR, ι(a) =
a

1
,

and if R is an integral domain, this is an injective ring homomorphism. Note
that

(7.1.42) R = Z =⇒ FR = Q.
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Also, in notation introduced below (6.1.24),

(7.1.43) R = Z[λ] =⇒ FR = Q(λ).

We now turn to the implication “⇒” in Proposition 7.1.2. Using (7.1.41),
we induce the injective ring homomorphism

(7.1.44) ιn :M(n,R) −→M(n,FR).

Given A ∈M(n,R),

(7.1.45) det(ιnA) = ι(detA).

Denote ιnA by A#. We have

(7.1.46) A : Rn −→ Rn, A# : (FR)
n −→ (FR)

n,

and both operations are given by left multiplication by the same matrix.
Suppose u ∈ (FR)

n. Then u = (u1, . . . , un)
t and each uj = aj/bj with

aj , bj ∈ R, bj ̸= 0. Then

(7.1.47) A#u = 0 =⇒ Av = 0,

where

(7.1.48) v =

v1...
vn

 , vj = uj

( n∏
ℓ=1

bℓ

)
= aj

(∏
ℓ̸=j

bℓ

)
∈ R.

Hence

(7.1.49) A injective ⇒ A# injective.

But since FR is a field, results discussed in §6.1 give

(7.1.50) A# injective ⇔ A# surjective ⇔ detA# ̸= 0,

and then the identity (7.1.45) finishes the proof of Proposition 7.1.2.

Contrast with the vector space case indicates that we will not be seek-
ing a version of a decomposition of Rn into something like generalized
eigenspaces of A ∈ M(n,R) for general commutative rings with unit. De-
spite this, we are able to generalize the Cayley-Hamilton theorem in this
setting.

Proposition 7.1.3. Let R be a commutative ring with unit. Given A ∈
M(n,R), form

(7.1.51) KA(λ) = det(λI −A), KA ∈ R[λ].

Then

(7.1.52) KA(A) = 0.
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Proof. We bring in the ring

(7.1.53) R# = Z[zjk, 1 ≤ j, k ≤ n]

of polynomials in the variables zjk, with coefficients in Z, and consider
(7.1.54)

Z = (zjk), p(Z) = (phi(Z)) = KZ(Z), phi ∈ Z[zjk, 1 ≤ j, k ≤ n].

The Cayley-Hamilton theorem for complex matrices established in §2.3 gives

(7.1.55) p(B) = 0, ∀B ∈M(n,C).

Now, parallel to (6.1.26), we deduce that, for p as in (7.1.54),

(7.1.56) phi = 0 in Z[zjk, 1 ≤ j, k ≤ n],

i.e., all the coefficients of the polynomial p(Z) are zero. Now KA(A) = p(A),
and if we plug in the values ajk ∈ R into the polynomial p(Z), we also get
0, proving the proposition. �

The last few pages have concentrated on R-modules of the form Rn.
These are special cases of finitely generated modules. We say a set S = {sα}
in an R-module M generates M (over R) provided each u ∈ M can be
written as a finite linear combination

(7.1.57) u =
∑
α

aαsα, aα ∈ R.

Borrowing notation from §1.3, we write

(7.1.58) M = SpanS.

If a finite set S generates M, we say M is finitely generated. For Rn we
have the set of generators {ej : 1 ≤ j ≤ n}, where ej ∈ Rn has a 1 in the
jth slot and zeroes elsewhere. If R = F is a field and V is an F-module,
then we know that any minimal spanning set is a basis of the vector space
V , any two bases have the same number of elements, denoted dimV , and
if dimV = n, then V is isomorphic to Fn. For other rings R, a finitely
generated R-module might not be isomorphic to Rn for any n.

For a class of examples, take n ∈ N, n ≥ 2, and consider Z/(n). As seen
in §6.1, this is a ring. It is also a Z-module. It is clearly not isomorphic
to Zk for any k ∈ N. Of course, it is finitely generated, by the unit 1.
Suppose n = jk, with j, k ≥ 2, and assume j and k are relatively prime,
so gcd(j, k) = 1. Then, by Exercise 12 of §6.1, the set {j, k} generates
Z/(n), over Z. It is a minimal generating set, since neigher {j} nor {k}
generate Z/(n). Thus we have different minimal generating sets of Z/(n)
with different numbers of elements.
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Recall from §6.1 that (n) = {nk : k ∈ Z} is an ideal in Z. More generally,
if R is a commutative ring, an ideal in R is a set I ⊂ R saisfying

(7.1.59) a, b ∈ I ⇒ a+ b ∈ I, a ∈ I, b ∈ R ⇒ ab ∈ I.
As noted above (6.1.21), examples of ideals in C[λ] arose in §2.2. Namely,
if A ∈M(n,C), we have the ideal

(7.1.60) IA = {p ∈ C[λ] : p(A) = 0}.
We could replace C by an arbitrary field, or even by an arbitrary commuta-
tive ring.

It is clear from the characterization (7.1.59) that an ideal I in a commu-
tative ring R is an R-module. In the case R = Z, I = (n) discussed above,
we have I isomorphic to Z, as a Z-module. A similar circumstance happens
for R = C[λ], I = IA, as in (7.1.60); such IA is isomorphic to C[λ] as a
C[λ]-module. This is a consequence of Lemma 2.2.3, producing the minimal
polynomial mA(λ), as in (2.2.13). In fact, Lemma 2.2.3 and Exercise 9 of
§6.1 imply that C[λ] and Z are both principal ideal domains (PIDs). By
definition, a commutative ring with unit R is a PID provided that it is an
integral domain and each ideal I ⊂ R has the form

(7.1.61) I = (b) = {ab : a ∈ R},
for some b ∈ R. Whenever R is a PID, then each nonzero ideal I in R is
isomorphic to R, as an R-module.

An example of a ring that is not a PID is C[x, y], the ring of polynomials
in two variables (with coefficients in C). Then the ideal

(7.1.62) I = (x, y) = {p ∈ C[x, y] : p(0, 0) = 0}
is not of the form (7.1.61). As a C[x, y] module, this has a minimum of two
generators. It is not isomorphic to C[x, y]n for any n.

Given a commutative ring with unit R and an ideal I ⊂ R, one can
also form the quotient R/I, whose elements consist of equivalence classes of
elements of R, with the equivalence relation

(7.1.63) a ∼ a′ ⇐⇒ a− a′ ∈ I.
Clearly R/I has both a natural ring structure and a natural R-module
structure.

The case R = Z, I = (n), yielding Z/(n), has been discussed. We turn
to the ideal (7.1.60), and expand the scope a bit. Let V be an n-dimensional
vector space over a field F, and let A ∈ L(V ). Then set

(7.1.64) IA = {p ∈ F[λ] : p(A) = 0}.
The map p 7→ p(A) is a ring homomorphism

(7.1.65) φ : F[λ] −→ L(V ),
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and the null space N (φ) of such a ring homomorphism is readily seen to be
an ideal. The proof of Lemma 2.2.3 extends to yield, for any field F,

(7.1.66) F[λ] is a PID.

Thus

(7.1.67) IA = (mA),

for some polynomial mA ∈ F[λ], called the minimal polynomial of A, when
normalized to have leading coefficient 1. The ring homomorphism (7.1.65)
induces an isomorphism

(7.1.68) φ̃ : F[λ]/IA
≈−→ RA ⊂ L(V ),

where

(7.1.69) RA is the ring generated by I and A in L(V ).

In (7.1.68), φ̃ is also an isomorphism of F[λ]-modules, where F[λ] acts on
L(V ) by

(7.1.70) p ·B = p(A)B,

making L(V ) a left F[λ]-module, and this action preserves RA.

We move from constructions that involve ideals in a ring to constructions
that involve submodules. If M is an R-module, a nonempty subset N ⊂ M
is a submodule provided

(7.1.71) a, b ∈ R, u, v ∈ N =⇒ au+ bv ∈ N .

Examples arise from homomorphisms of R-modules, defined in (7.1.9)–
(7.1.10). If T ∈ HomR(M1,M2), we have

(7.1.72)
N (T ) = {u ∈ M1 : Tu = 0},
R(T ) = {Tu : u ∈ M1},

which are submodules of M1 and M2, respectively. Whenever M is an
R-module and N is a submodule, we can form the quotient module M/N ,
consisting of equivalence classes of elements of M, with the equivalence
relation

(7.1.73) u ∼ u′ ⇐⇒ u− u′ ∈ N ,

and this has a naturalR-module structure. AnR-homomorphism T : M1 →
M2 induces an isomorphism

(7.1.74) T̃ : M1/N (T )
≈−→ R(T )

of R-modules. Using these concepts, we have the following description of
an arbitrary finitely-generated R-module.
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Proposition 7.1.4. Assume M is a finitely generated R-module, with n
generators. Then there is an isomorphism of R-modules

(7.1.75) M ≈ Rn/N ,

for some submodule N of Rn.

Proof. Let {uj : 1 ≤ j ≤ n} generate M. Take the generators {ej : 1 ≤
j ≤ n} of Rn mentioned below (7.1.59), and define

(7.1.76) φ : Rn −→ M, φ
(∑

ajej

)
=
∑

ajuj , aj ∈ R.

Then φ is a surjective R-homomorphism, and the isomorphism (7.1.75),
taking N = N (φ), follows from (7.1.74). �

Next we consider duals of modules. If R is a commutative ring with unit
and M is an R-module, we define the dual module

(7.1.77) M′ = HomR(M,R).

It is readily verified that

(7.1.78) (Rn)′ ≈ Rn.

On the other hand, the Z-module Z/(n) satisfies

(7.1.79) HomZ(Z/(n),Z) = 0.

This example illustrates that frequently (M′)′ is not isomorphic to M, in
contrast to the case for finite dimensional vector spaces over a field. The
following relative of Proposition 7.1.4 also contains (7.1.79). The proof is
left to the reader.

Proposition 7.1.5. Given the R-module M = Rn/N , where N is a sub-
module of Rn,

(7.1.80) M′ ≈
{
φ ∈ (Rn)′ : φ

∣∣
N = 0

}
.

More generally, extending the scope of §5.1, we can consider multi-linear
maps. If Vj and W are R-modules, we set

(7.1.81)
M(V1, . . . ,Vℓ;W) = set of maps β : V1 × · · · × Vℓ → W

that are R-linear in each variable,

in the sense that, for each j ∈ {1, . . . , ℓ},

(7.1.82)

vj , wj ∈ Vj , a, b ∈ R =⇒
β(u1, . . . , avj + bwj , . . . , uℓ)

= aβ(u1, . . . , vj , . . . , uℓ) + bβ(u1, . . . , wj , . . . , uℓ).
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This has the natural structure of an R-module. If all the Vj are the same,
we set

(7.1.83) Mℓ(V,W) = M(V1, . . . ,Vℓ;W), V1 = · · · = Vℓ = V.

It has two distinguished subspaces,

(7.1.84) Symℓ(V,W), Altℓ(V,W),

defined as in (5.1.7). In case of Altℓ(V,W), one often wants to work under
the assumption that R has the property

(7.1.85) a ∈ R, a ̸= 0 =⇒ a ̸= −a.

Otherwise anomalies occur. For example,

(7.1.86) R = Z/(2) =⇒ Sym2(V,R) = Alt2(V,R).

In particular,

(7.1.87) V = R = Z/(2), β(u, v) = uv =⇒ β ∈ Alt2(V,R) = Sym2(V,R).

By contrast, whenever (7.1.85) holds, if β ∈ Altℓ(V,W), ℓ ≥ 2, then

(7.1.88) β(v1, . . . , vℓ) = 0 whenever vj = vk for some j ̸= k.

One can use methods parallel to those of §5.2 to define tensor products
of R-modules, for a commutative ring with unit R, as least under a certain
restriction. Namely, given R-modules Vj , we can define

(7.1.89) V ′
1 ⊗ · · · ⊗ V ′

ℓ = M(V1, . . . ,Vℓ;R).

A problem with directly paralleling (5.2.1) to define V1 ⊗ · · · ⊗Vℓ is that we
no longer always have the isomorphism (V ′

j)
′ ≈ Vj . Thus (7.1.89) defines the

tensor product over R only of modules that are dual modules. Sometimes
we want to identify R explicitly, using, e.g., the notation

(7.1.90) V ′
1 ⊗R V ′

2 = MR(V1,V2;R).

This does not define

(7.1.91) V ⊗R W,

for general R-modules V and W, when they are not dual modules. To define
(7.1.91) in this greater generality, one needs to take a different approach.
One can take finite formal sums of vj ⊗ wj , for vj ∈ V, wj ∈ W, subject to
the equivalence relation

(7.1.92) vj ⊗ awj ∼ avj ⊗ wj , a ∈ R.

Then V ⊗R W is an R-module, with a(vj ⊗ wj) given by (7.1.92). One can
verify that this coincides with the definition given in §5.2 when R is a field.
As examples of such a construction, we mention that, as Z-modules,

(7.1.93) Z/(2)⊗Z Z/(2) ≈ Z/(2),
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while

(7.1.94) Z/(2)⊗Z Z/(3) = 0,

and

(7.1.95) Z/(2)⊗Z Z = 0.

For more on tensor products of R-modules, see Chapter 16 of [11].

Exercises

1. Let R be a ring (with unit, by the conventions of this section). Show
that the results of Exercise 1 of §6.1 hold for all a, b ∈ R. Also show that

(−a)b = −ab = a(−b).

2. Let M be a module over the ring R. Take a ∈ R, v, w ∈ M. Show that
the results (1.1.18) hold. Show also that

a · 0 = 0 in M, a(−v) = −av.

3. Given commutative rings with unit, R1 and R2, define

R1 ⊕R2

as a commutative ring with unit.

4. Given m,n ∈ N, both ≥ 2, define

φ : Z/(mn) −→ Z/(m)⊕ Z/(n),
φ(k) = (k mod m, k mod n).

Show that φ is a ring homomorphism, and thatN (φ) ⊂ Z/(mn) is generated
by the least common multiple of m and n. Using Exercise 13 of §6.1, deduce
that

φ is an isomorphism ⇐⇒ gcd(m,n) = 1.

5. Let m,n be integers ≥ 2 that are relatively prime, i.e., have no common
prime factors. Given x ∈ Z, show that

x = a mod m, x = b mod n =⇒ x = anν + bmµ mod mn,

where ν, µ ∈ Z satisfy (cf. Exercise 12 of §6.1)
mµ+ nν = 1.



244 7. Rings and modules

Hint. Start with
x = mj + a, x = nk + b,

multiply one by nν, the other by mµ, and add.

6. A group of 1000 soldiers is sent into battle and some perish. After the
battle, the survivors line up in columns of 32 and 15 are left over. They
then rearrange themselves into columns of 31 and 7 are left over. How many
soldiers survived?
Remark. This method of counting was apparently practiced in ancient
China. For this reason, the result of Exercise 4 is called the Chinese re-
mainder theorem. For a generalization, see Exercise 11 in §7.2.

7. Extend the setting of Proposition 6.1.9 to treat detA for A ∈ M(n,R),
when R is a commutative ring with unit, not necessarily satisfying (7.1.16).
This provides an alternative to the approach involving (7.1.19)–(7.1.25).

8. Let F be a field.
(a) Show that there is a unique ring homomorphism ψ : Z → F such that
ψ(1) = 1.
The image IF = R(ψ) is the ring in F generated by {1}.
(b) Show that either ψ is injective or N (ψ) = (n) for some n ∈ N, n ≥ 2.
Hint. Z is a PID.
(c) Show that, in the latter case, n must be a prime (say n = p).
Hint. In such a case, ψ induces an isomorphism of Z/(n) with IF, which is
an integral domain.
Remark. If IF ≈ Z, we say F has characteristic 0. If IF ≈ Z/(p), we say F
has characteristic p.

9. Let F be a field with a finite number of elements (i.e., a finite field). Show
that F has pn elements, for some prime p, n ∈ N.
Hint. Show that IF (as in Exercise 8) is isomorphic to Z/(p) for some prime
p, and that F is a vector space over IF. Say its dimension is n.

10. Write down a proof of (7.1.66), that F[λ] is a PID for each field F.

11. Show that (7.1.93) provides a counterexample to the proposal that

V1 ⊗R V2 ≈ MR(V1,V2;R).
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7.2. Modules over principal ideal domains

Recall that a principal ideal domain (PID) is an integral domain R such
that each ideal I ⊂ R has the form (7.1.61). Throughout this section, R
will be a PID. It will be useful to collect a few basic facts about PIDs.

Proposition 7.2.1. If R is a PID, its set of ideals satisfies the following
ascending chain condition:

(7.2.1)
Ij ⊂ R ideals in R, I1 ⊂ I2 ⊂ · · · ⊂ Ik ⊂ · · ·
=⇒ Iℓ = Iℓ+1 = · · · , for some ℓ.

Proof. If Ij satisfy the hypotheses of (7.2.1), then I = ∪jIj is an ideal,
so I = (a) for some a ∈ I, hence a ∈ Iℓ for some ℓ. This gives the stated
conclusion in (7.2.1). �

Generally, a commutative ring with unit satisfying (7.2.1) is called a
Noetherian ring. See Section 7.5 for basic material on this class of rings.

One consequence of Proposition 7.2.1 is that each element of a PID
admits factorization into irreducibles. If a ∈ R \ 0 is not invertible, we say
a is irreducible provided

(7.2.2) a = bc, b, c ∈ R =⇒ b or c is invertible.

Proposition 7.2.2. If R is a PID, each a ∈ R\ 0 that is not invertible can
be written as a finite product of irreducible elements.

Proof. Take such an a. If a is irreducible, you are done. If not, write
a = b1b2, with bj not invertible. If one of them is irreducible, leave it alone.
If not, factor again. The content of this proposition is that such a process
must terminate in a finite number of steps. To see this, note that such
a factorization a = b1b2 as mentioned above gives ideals (a) ⊂ (b1) and
(a) ⊂ (b2). If b1 = c1c2 is a further factorization, then one has a chain
of ideals (a) ⊂ (b1) ⊂ (c1), etc. If this factorization never terminated, we
would contradict (7.2.1). �

Thus, if R is a PID and a ∈ R \ 0 is not invertible, we can write

(7.2.3) a = p1 · · · pN , pj ∈ R irreducible.

If (23.94) holds, we say pj divides a and write pj |a. It is the case that if also
(7.2.4) a = q1 · · · qM , qj ∈ R irreducible,

then M = N and, after perhaps reordering,

(7.2.5) pj = αjqj , 1 ≤ j ≤ N, αj ∈ R invertible.

In other words, each a ∈ R \ 0 that is not invertible has a factorization
into irreducible elements, and it is essentially unique. An integral domain
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having this property is called a unique factorization domain (UFD). We are
asserting that

(7.2.6) Each PID is a UFD.

This is a consequence of the following.

Lemma 7.2.3. If R is a PID and p ∈ R is irreducible, then, for a, b ∈ R,

(7.2.7) p|ab =⇒ p|a or p|b.

Proof. Assume p does not divide a. The ideal generated by p and a, (p, a) =
(α) for some α ∈ R. So p = βα, a = γα, and either β or α is invertible. If β
is invertible, we can take α = p, but this is impossible if p does not divide
a. Hence α is invertible. Then we can take α = 1, so

(7.2.8) 1 = c1p+ c2a, cj ∈ R,

hence

(7.2.9) b = (c1b)p+ c2(ab).

If p|ab, then p divides the right side of (7.2.9), so p|b. This proves the lemma,
so we have (7.2.6). �

The result that Z is a PID, together with (7.2.6), constitutes the funda-
mental theorem of arithmetic. See Exercise 13 for an example of an integral
domain that is not a UFD and (hence) not a PID.

If R is a commutative ring with unit and a ∈ R \ 0 is not invertible, we
say a is prime provided the implication (7.2.7) holds. It is easy to see that,
in general

(7.2.10) a prime =⇒ a irreducible,

but the reverse implication need not always hold. Lemma 7.2.3 says the re-
verse implication holds if R is a PID. More generally, the reverse implication
holds if and only if R is a UFD.

Next, let R be a PID, and assume R is not a field. Pick a prime p ∈ R.
The following result generalizes Proposition 6.1.1.

Proposition 7.2.4. If R is a PID and p ∈ R is a prime, then R/(p) is a
field.

Proof. Pick a ∈ R such that a ̸= 0 in R/(p), i.e., a is not a multiple of
p. The proof of Lemma 23.8 shows that (p, a) = R, i.e., there exist cj ∈ R
such that (7.2.8) holds. Then the class mod (p) of c2 is the inverse of a in
R/(p). �
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Now, on to modules. Our treatment of this topic follows [11]. Let M
be a module over a PID R. If R is a field, M is a vector space. Assume R
is not a field, and pick a prime p ∈ R. Then pM is a submodule of M, and
we can form the quotient module M/pM. Not only is this a module over
R, but it naturally inherits the structure of a module over R/(p), which by
Proposition 7.2.4 is a field:

(7.2.11) M/pM is a vector space over F = R/(p).

As one example,

(7.2.12) M = Rn =⇒ M/pM = Fn.

Since we know that the dimension of a vector space is an isomorphism in-
variant, we deduce from (7.2.12) the following.

Proposition 7.2.5. If R is a PID and M is a module over R, then

(7.2.13) M ≈ Rn and M ≈ Rm =⇒ m = n.

If (7.2.13) holds, one says M is a free R-module, of dimension n. We
have seen examples of modules that are not free. The following produces
lots of modules that are free. It generalizes Proposition 1.3.4.

Proposition 7.2.6. Let R be a PID and let M be a free module over R, of
dimension n. If N is a submodule of M, then N is free, of dimension ≤ n.

Proof. We may as well take M = Rn. Let {ej : 1 ≤ j ≤ n} be the standard
generating set. Let Mk = Span(e1, . . . , ek) and Nk = N ∩ Mk. Then N1

is a submodule of M1 ≈ R, and hence is of the form Span a1e1 for some
a1 ∈ R. Thus either N1 = 0 or N1 ≈ R (free of dimension 1).

Assume inductively that Nk is free of dimension ≤ k. Let I be the set
of all a ∈ R such that

(7.2.14) b1e1 + · · ·+ bkek + aek+1 ∈ N (hence in Nk+1),

for some bj ∈ R. Thus I is an ideal in R, so I = (ak+1) for some ak+1 ∈ R.
If ak+1 = 0, then Nk+1 = Nk, and the induction step is done. If ak+1 ̸= 0,
let w ∈ Nk+1 be such that the coefficient of w with respect to ek+1 is ak+1.
If x ∈ Nk+1, then the coefficient of x with respect to ek+1 is divisible by
ak+1, so there exists c ∈ R such that x− cw ∈ Nk. Hence

(7.2.15) Nk+1 = Nk + Spanw.

But clearly Nk∩Spanw = 0, so this sum is direct. Again the induction step
is done. �

Corollary 7.2.7. If E is a finitely generated module over a PID R, and F
is a submodule, then F is finitely generated.
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Proof. We have E ≈ Rn/N , as in Proposition 7.1.4, with a surjective ho-
momorphism φ : Rn → E , as in (7.1.76). Then φ−1(F) is a submodule of
Rn, so it is (free, and) finitely generated, by Proposition 7.2.6. It follows
that F is finitely generated. �

If E is a finitely generated R-module, the obstruction to its being free is
given by its set of torsion elements. An element u ∈ E is a torsion element
if and only if there exists a ∈ R such that a ̸= 0 but au = 0. Let Eτ denote
the set of torsion elements of E . It is clear that if au = 0 then acu = 0 for
all c ∈ R. Also, given a, b ∈ R, u, v ∈ E ,
(7.2.16) au = bv = 0 =⇒ ab(u+ v) = 0.

Hence Eτ is a submodule of E . Since each element of Eτ is a torsion element,
Eτ is called a torsion module.

Proposition 7.2.8. Let E be a finitely generated module over a PID R. If
Eτ = 0, then E is free.

Proof. Let V = {v1, . . . , vn} be a maximal set of elements of E among a
given set of generators U = {u1, . . . , um} such that V is linearly independent
over R. If u ∈ U , there exist a, b1, . . . , bn ∈ R not all 0, such that

(7.2.17) au+ b1v1 + · · ·+ bnvn = 0.

Then a ̸= 0, since V is linearly independent. Hence au ∈ SpanV . Thus, for
each j = 1, . . . , n, there exists aj ∈ R, ̸= 0, such that ajuj ∈ SpanV . Take
a = a1 · · · an. Then aE ⊂ Span(v1, . . . , vn) and a ̸= 0.

Given that Eτ = 0, the map u 7→ au is an injective homomorphism of E
into the module Span(v1, . . . , vn), which is a free module. Hence Proposition
7.2.6 implies E is free. �

We proceed to consider cases where Eτ ̸= 0.

Proposition 7.2.9. Let E be a finitely generated module over a PID R.
Then E/Eτ is free. Furthermore, there exists a free submodule F ⊂ E such
that

(7.2.18) E = Eτ ⊕F .

To define (7.2.18), in general a direct sum M1 ⊕ M2 of R-modules
consists of pairs (u1, u2) such that uj ∈ Mj , with module operations

(7.2.19) (u1, u2) + (v1, v2) = (u1 + v1, u2 + v2), a(u1, u2) = (au1, au2).

If Mj are submodules of E , one says E = M1 ⊕ M2 provided each u ∈ E
can be uniquely written as u = u1 + u2, with uj ∈ Mj .

Proof of Proposition 7.2.9. We first prove that E/Eτ is torsion free. If
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u ∈ E , let u′ denote its resudue class mod Eτ . Assume b ∈ R, b ̸= 0, and
bu′ = 0. Then bu ∈ Eτ , so there exists c ∈ R, c ̸= 0, such that cbu = 0. Now
cb ̸= 0, so u ∈ Eτ , so u′ = 0. Hence E/Eτ is torsion free. It is also finitely
generated. Thus Proposition 7.2.8 implies E/Eτ is a free, finitely-generated
R-module.

To produce the submodule F in (7.2.18), we bring in the following
lemma.

Lemma 7.2.10. Let E and M be finitely generated R-modules, and assume
M is free. Let φ : E → M be a surjective homomorphism. Then there exists
a free submodule F of E such that φ|F induces an isomorphism of F with
M, and such that

(7.2.20) E = F ⊕N (φ).

Proof. We can take M = Rm. Let {e1, . . . , em} be the standard generators
of Rm. For each j, take uj ∈ E such that φ(uj) = ej . Let

(7.2.21) F = Span(u1, . . . , um).

Then we see that φ maps F isomorphically onto Rm, so F is free. Now,
given u ∈ E , there exist aj ∈ R such that

(7.2.22) φ(u) =
∑

ajej .

Then u−
∑
ajuj ∈ N (φ), so E = F+N (φ). But it is clear thatN (φ)∩F = 0,

so the sum is direct. This proves the lemma. �

To finish off the proof of Proposition 7.2.9, we apply Lemma 7.2.10 to
the surjective homomorphism E → E/Eτ , whose target space has been shown
to be free. Thus (7.2.20) yields (7.2.18), with N (φ) = Eτ . �

In the setting of Proposition 7.2.9, we say the rank of E is given by
dim E/Eτ = dimF .

In order to expose the structure of arbitrary finitely generatedR-modules,
it remains to analyze the structure of finitely generated torsion modules.
Here is a first decomposition of torsion modules.

Proposition 7.2.11. Let E be a finitely generated torsion module over a
PID R. Then E is a direct sum

(7.2.23) E =
⊕
pj

E(pj),

where, for a prime p ∈ R, E(p) is the “p-module”

(7.2.24) E(p) = {u ∈ E : pku = 0 for some k ∈ N}.
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The direct sum in (7.2.23) is over the finite set of primes pj such that E(pj) ̸=
0.

Proof. Let {x1, . . . , xn} generate E . For each j, there exists aj ∈ R, aj ̸= 0,
such that ajxj = 0. Set a = a1 · · · an. Then a ̸= 0 and au = 0 for each
u ∈ E , i.e.,
(7.2.25) E = Ea,
where, for each b ∈ R,

(7.2.26) Eb = {u ∈ E : bu = 0}.
If a = pk, then E = Ea = E(p), and we are done. Otherwise, we factor
a = pm1

1 · · · pmk
k . To get (7.2.23), by induction it suffices to establish the

following. Assume (with a as in (7.2.23))

(7.2.27)
a = bc, b and c have no common prime factors,

and are not invertible.

Then we claim

(7.2.28) E = Eb ⊕ Ec.

To see this, note that, since R is a PID, the hypothesis (7.2.27) implies
(b, c) = R, so there exist β, γ ∈ R such that

(7.2.29) βb+ γc = 1.

Now take u ∈ E , and write

(7.2.30) u = βbu+ γcu.

Then βbu ∈ Ec (i.e., cβbu = 0) and similarly γcu ∈ Eb. Furthermore, clearly
Eb ∩ Ec = 0, so we have (7.2.28), and, as mentioned above, the desired
conclusion (7.2.23) follows inductively. �

It remains to analyze the structure of each pj-module E(pj) in (7.2.23).
We have the following.

Proposition 7.2.12. In the setting of Proposition 7.2.11, each p-module
E(p) satisfies
(7.2.31) E(p) ≈ R/(pν1)⊕ · · · ⊕ R/(pνs),
with 1 ≤ ν1 ≤ · · · ≤ νs. The sequence (ν1, . . . , νs) is uniquely determined by
E(p).

As a preliminary to the proof, we introduce some notation. If E is an
R-module, we say elements y1, . . . , ym ∈ E are independent provided that
whenever

(7.2.32) a1y1 + · · ·+ amym = 0,
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then each ajyj = 0. (This is different from linear independence, which
requires that each aj = 0.) An equivalent condition is that

(7.2.33) Span(y1, . . . , ym) = (y1)⊕ · · · ⊕ (ym),

where (yj) = Span yj .

We next bring in a lemma, analogous to Lemma 7.2.10.

Lemma 7.2.13. Let E be a torsion module, with the property that pkE = 0
for some prime p ∈ R, k ∈ N. Assume u1 ∈ E and that pνu1 = 0 if and only
if ν ≥ k. (We say the period of u1 is pk.) Set Eb = E/(u1). Let yb1, . . . , y

b
µ be

independent elements of Eb. Then for each j there exists a preimage yj ∈ E
of ybj such that the period of yj is the same as that of ybj . Furthermore, the
elements u1, y1, . . . , yµ are independent.

Proof. Take yb ∈ Eb. Say it has period pn. Let y ∈ E be a preimage of yb.
Then pny ∈ (u1), so

(7.2.34) pny = pmcu1,

for some m ≤ k, c ∈ R, not a multiple of p. If m = k, then y has the
same period as yb. If m < k, then pmcu1 has period pk−m, so y has period
pn+k−m. Our hypothesis pkE = 0 implies n + k − m ≤ k, hence n ≤ m.
Then

(7.2.35) y − pm−ncu1

is a preimage of yb whose period is pn.

Having this, let yj ∈ E be a preimage of ybj with the same period. It
remains to show that u1, y1, . . . , yµ are independent. Suppose a, a1, . . . , aµ ∈
R and

(7.2.36) au1 + a1y1 + · · ·+ aµyµ = 0 in E .
Then

(7.2.37) a1y
b
1 + · · ·+ aµy

b
µ = 0 in Eb.

By hypothesis, we must have ajy
b
j = 0 for each j. If pνj is the period of ybj ,

then pνj |aj . Thus (since as noted yj also has period pνj ) ajyj = 0 for each
j. Then (7.2.36) forces au1 = 0, proving the asserted independence. �

We now tackle the proof of Proposition 7.2.12. Since E(p) is a submodule
of a finitely generated module, it follows from Corollary 7.2.7 that E(p) is
finitely generated. To simplify notation, we set E = E(p). Pick k1 ∈ N
such that pνE = 0 if and only if ν ≥ k1 (which is possible since E is finitely
generated). Then pick u1 ∈ E such that pνu1 = 0 if and only if ν ≥ k1. Let
Eb = E/(u1). It is convenient to bring in Ep and Eb

p, where, as in (7.2.26),

(7.2.38) Ep = {u ∈ E : pu = 0}.
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Now Ep is an R-submodule of E , and (somewhat similarly to (7.2.11)) it also

naturally inherits the structure of a module over R/(p). Ditto for Eb
p, so

(7.2.39) Ep and Eb
p are vector spaces over F = R/(p).

Since E and Eb are finitely generated R-modules, the vector spaces (7.2.39)
are finite dimensional. We claim that

(7.2.40) dimF Eb
p < dimF Ep.

Indeed, if yb1, . . . , y
b
µ are linearly independent elements of Eb

p over F, then
Lemma 7.2.13 implies that dimF Ep ≥ µ + 1, since we can always find an
element αu1 of (u1) having period p, independent of the preimages y1, . . . , yµ.

Having (7.2.40), we establish the direct sum decomposition (7.2.31) by
induction on dimF Ep. Note that Ep = 0 ⇒ E = 0, so

(7.2.41) Eb
p = 0 ⇒ Eb = 0 ⇒ E = (u1) ≈ R/(pν1),

where pν1 is the period of u1. To proceed, suppose we have a decomposition
parallel to (7.2.31) for each p-module F such that dimFFp < dimF Ep, and
we want to establish this decomposition for the p-module E . To start, we
have such a decomposition for Eb = E/(u1):

(7.2.42) Eb = (ub2)⊕ · · · ⊕ (ubℓ),

where, for 2 ≤ j ≤ ℓ, the elements ubj ∈ Eb have periods pkj . We can arrange
k2 ≥ · · · ≥ kℓ. By Lemma 7.2.13, there exist preimages u2, . . . , uℓ ∈ E , with
the same periods. Furthermore, u1, u2, . . . , uℓ are independent, so

(7.2.43) Span(u1, u2, . . . , uℓ) = (u1)⊕ (u2)⊕ · · · ⊕ (uℓ).

It remains only to observe that the left side of (7.2.43) is equal to E = E(p),
and we have the decomposition (7.2.31).

The final uniqueness statement of Proposition 7.2.12 is a consequence of
the following more general uniqueness result.

Proposition 7.2.14. Let E be a finitely generated torsion module over a
PID R, E ̸= 0. Then E is isomorphic to a direct sum of factors

(7.2.44) R/(q1)⊕ · · · ⊕ R/(qk),

where q1, . . . , qk are non-zero elements of R and q1|q2| · · · |qk. The sequence
of ideals (q1), . . . , (qk) is uniquely determined by these conditions. (These
ideals are called the invariants of E.)

Proof. By Proposition 7.2.11, we can write E = E(p1) ⊕ · · · ⊕ E(pℓ), and
then by Proposition 7.2.12 we can write

(7.2.45) E(pj) =
m⊕
k=1

R/(prjkj ), rj1 ≤ rj2 ≤ · · · .
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Take

(7.2.46)

q1 = pr111 pr212 · · · prℓ1ℓ

q2 = pr121 pr222 · · · prℓ2ℓ

...

qm = pr1m1 pr2m2 · · · prℓmℓ .

We need a rectangular array here, so we might need to take some rjk = 0,

in which case R/(prjkj ) = 0. We have

(7.2.47)

ℓ⊕
j=1

R/(prjkj ) ≈ R/(qk).

(See Exercise 11.) This gives the decomposition (7.2.44).

To prepare for the uniqueness argument, we make some preliminary
remarks. Let p ∈ R be prime and suppose E = R/(pb), b ̸= 0. Since R is
a UFD, is follows that Ep is the submodule bR/(pb). Now the null space of
the composite map

(7.2.48) R −→ bR −→ bR/(pb)

is the ideal (p), so we have an isomorphism

(7.2.49) R/(p) ≈ bR/(pb),

hence

(7.2.50) E = R/(bp) =⇒ Ep ≈ R/(p).

By contrast, if c ∈ R is not a multiple of p, then

(7.2.51) E = R/(c) =⇒ Ep = 0.

To proceed, let E have the form (7.2.44). Then an element

(7.2.52) v = v1 ⊕ · · · ⊕ vk

of E belongs to Ep if and only if pvj = 0 for all j. Hence Ep is the direct sum
of the null spaces of multiplication by p in each term R/(qj). By (7.2.50)–
(7.2.51), it follows that the dimension of Ep as a vector space over R/(p) is
equal to the number of terms R/(qj) such that p divides qj .

For such E , suppose p is a prime dividing q1, and hence each qj , for
1 ≤ j ≤ k. Suppose that also

(7.2.53) E ≈ R/(q′1)⊕ · · · ⊕ R/(q′ℓ).

Then the computation above of dimR/(p) Ep shows that p must divide at
least k of the elements q′j , 1 ≤ j ≤ ℓ. This forces ℓ ≥ k. By symmetry, also

k ≥ ℓ, so we must have ℓ = k. We also conclude that p divides q′j for all j.
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Now, write qj = pbj . Parallel to (7.2.49), we have pR/(pbj) ≈ R/(bj),
so (7.2.44) implies

(7.2.54) pE ≈ R/(b1)⊕ · · · ⊕ R/(bk),

and b1| · · · |bk. Some of the bj might be invertible, namely those for which
(qj) = (p), and then R/(bj) = 0. If b1, . . . bµ are invertible but bµ+1 is not
invertible, we have

(7.2.55) pE ≈ R/(bµ+1)⊕ · · · ⊕ R/(bk).

One can iterate this argument, and inductively finish the uniqueness proof.
�

Exercises

For Exercises 1–5, we pick ω ∈ C \ R and form the lattice

Lω = {jω + k : j, k ∈ Z}.

1. Show that Lω is a ring if and only if ω2 ∈ Lω. Show that this happens if
and only if, after replacing ω by ω − ℓ for some ℓ ∈ Z (and maybe changing
its sign), either

ω =
√
−m, m ∈ N,

or

ω =
1

2
+

1

2

√
−D, D ∈ N, D = 3 mod 4.

In such a case, Lω = Z[ω]. See Figure 7.2.1 for an illustration, with D = 3.

2. Assume ω ∈ C \ R is such that Lω = Z[ω]. Show that if

dist(ζ,Z[ω]) < 1, ∀ ζ ∈ C,

then Z[ω] is a PID.
Hint. To start, given an ideal I ⊂ Z[ω], pick α ∈ I \ 0 to minimize |α|. You
want to show that I = (α).

3. In the setting of Exercises 1–2, show that Z[ω] is a PID for the following
values of ω:

√
−1,

√
−2,

1

2
+

1

2

√
−D, D = 3, 7, or 11.

Remark. The ring Z[
√
−1] is called the ring of Gaussian integers.
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Figure 7.2.1. The lattice/ring Lω = Z[ω], ω = (1 + i
√
3)/2

4. Let us set

I = {2j + k(1 +
√
−5) : j, k ∈ Z} = {a+ b

√
−5 : 2 | (a− b)}.

Define

φ : Z[
√
−5] −→ Z/(2), φ(a+ b

√
−5) = a− b (mod 2).

Show that φ is a ring homomorphism, and N (φ) = I. Deduce that I is an
ideal in Z[

√
−5].

5. Show that Z[
√
−5] is not a UFD, hence not a PID.

Hint. One has

2 · 3 = (1 +
√
−5)(1−

√
−5),

and all four of these factors are irreducible elements of Z[
√
−5]. To see

directly that Z[
√
−5] is not a PID, consider the ideal I generated by 2 and

1 +
√
−5 (which by Exercise 4 is a proper ideal), and show it does not have

a single generator. Or use (7.2.6).

Remark. It was shown by Gauss that Z[ω] is a UFD for ω as in Exercise
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3, and also for

ω =
1

2
+

1

2

√
−D, D = 19, 43, 67, 163.

It has since been shown that this list is exhaustive. See [1], Chapter 11, §7
for more on this.

Let R be a commutative ring with unit. A proper ideal in R is an ideal that
is neither 0 nor R. A maximal ideal in R is a proper ideal that is contained
in no larger proper ideal.

6. If R is a commutative ring with unit and I ⊂ R a maximal ideal, show
that R/I is a field.
Hint. Given a ∈ R \ I, show that the ideal generated by a and I must be
all of R.

7. Let R be a PID. Let I = (a) be a proper ideal. Assume that, whenever
a = bc, either b or c is invertible. Show that I is a maximal ideal.
Hint. If (a) ⊂ (α), then a = αβ.

8. Let F be a field, and assume λ2 + 1 = 0 has no solution in F. Show that
Exercise 7 applies to R = F[λ] and a = q(λ) = λ2+1. Deduce that F[λ]/(q)
is a field. Denote it F(

√
−1).

9. In the setting of Exercise 8, show that there is a natural injection of F as
a subfield of F(

√
−1), and that λ2+1 has a root in this larger field. Explain

why one might write F(
√
−1) = F[

√
−1].

10. Generalize the results of Exercises 8–9 to the case where q(λ) ∈ F[λ]
is an irreducible polynomial, i.e., q(λ) cannot be factored as a product of
polynomials of lower degree, with coefficients in F.

11. Let R be a PID, and take a, b ∈ R, both non-invertible. Assume a and
b have no common prime factors. Show that

R/(ab) ≈ R/(a)⊕R/(b).

This generalizes the result of Exercise 4 in §7.1
Hint. As in Exercise 4 of §7.1, you want to show that if c ∈ R is a multiple
of a and a multiple of b, it must be a multiple of ab. Consider how these
elements factor into primes.
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12. Show that, in contrast to (7.1.66), the polynomial ring

Z[λ] is not a PID.

Hint. Consider the ideal (2λ, 3λ2).
Remark. It is the case that Z[λ] is a UFD. More generally, given a com-
mutative ring R with unit,

R is a UFD =⇒ R[λ] is a UFD.

See Section 7.6 for a proof.
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7.3. The Jordan canonical form revisited

Let V be a finite dimensional vector space over the field F, and let A ∈ L(V ).
Then V gets the structure of a module over the PID R = F[t], given by

(7.3.1) p · v = p(A)v,

for v ∈ V, p ∈ F[t], where if p(t) = akt
k + · · ·+ a1t+ a0, then

(7.3.2) p(A) = akA
k + · · ·+ a1A+ a0I.

The map p 7→ p(A) is a ring homomorphism φ : F[t] → L(V ). Then N (φ)
is an ideal in F[t], and since F[t] is a PID, we have N (φ) = (mA), for a
polynomial mA ∈ F[t], known as the minimal polynomial of A, when its
leading coefficient is normalized to be 1. We then have an isomorphism

(7.3.3) F[t]/(mA) ≈ F[A],

where F[A] is the ring in L(V ) generated by I and A (clearly a commutative
ring).

We let V denote V endowed with this structure as an F[t]-module. Then
V depends on both V and A. A basis {v1, . . . , vn} of V over F also generates
V over F[t], so V is a finitely generated F[t]-module. The fact thatmA(t)·v =
0 for all v implies that V is a torsion module, over F[t].

Let us factor

(7.3.4) mA(t) = p1(t)
ν1 · · · pk(t)νk ,

where pj are primes (i.e., irreducible polynomials) in the PID F[t]. Then,
by Proposition 7.2.11,

(7.3.5) V =

k⊕
j=1

V(pj),

where V(pj) is the pj-module

(7.3.6)
V(pj) = {v ∈ V : pνj · v = 0, for some ν ∈ N}

= {v ∈ V : pj(A)
νv = 0, for some ν ∈ N}.

In fact, one has

(7.3.7) V(pj) = {v ∈ V : pj(A)
νjv = 0},

from the proof of Proposition 7.2.11, via (7.2.27)–(7.2.28). Clearly

(7.3.8) A : V(pj) −→ V(pj),
for each j.

If F is algebraically closed (e.g., F = C) then the irreducible polynomials
pj in (7.3.4) have degree 1:

(7.3.9) mA(t) = (t− λ1)
ν1 · · · (t− λk)

νk ,
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and (7.3.5) holds with

(7.3.10) V(pj) = {v ∈ V : (λI −A)νjv = 0}.

In other words, each V(pj) is a generalized eigenspace of A, as defined (for
F = C) in §2.2. In particular, we recover Propositions 2.2.5–2.2.6, in the
form given in Exercise 8 of §2.2.

Returning (temporarily) to the level of generality (7.3.4), we deduce from
Proposition 7.2.12 that each space V(pj) can be decomposed as a direct sum
of F[t]-submodules, isomorphic to F[t]/(pµj ), for certain µ ∈ N. Again if F is

algebraically closed, then pj(t) = t− λj for some λj ∈ F. We then have

(7.3.11) V(pj) =
mj⊕
k=1

Vjk, Vjk ≈ F[t]/((t− λj)
µk),

and

(7.3.12) A : Vjk −→ Vjk.

The following result, in conjunction with (7.3.11), covers Proposition
2.4.1, on the existence of a Jordan canonical form for A.

Proposition 7.3.1. Let A ∈ L(V ) yield the F[t]-module V and take

(7.3.13) q(t) = (t− λ)µ,

with λ ∈ F, µ ∈ N. Assume

(7.3.14) V ≈ F[t]/(q).

Then V has a basis over F such that the matrix of A with respect to this
basis has the form

(7.3.15) A =


λ 0 · · · 0
1 λ 0
...

. . .
. . .

...
0 · · · 1 λ

 .

Proof. The isomorphism ψ : F[t]/(q) ≈−→ V yields v = ψ(1) ∈ V such that
F[t]v = V. We claim that the elements ψ((t−λ)j) = (t−λ)j ·v, 0 ≤ j ≤ µ−1,
i.e., the elements

(7.3.16) v, (A− λI)v, . . . , (A− λI)µ−1v

form a basis of V over F. This is a direct consequence of the fact that

(7.3.17) 1, t− λ, . . . , (t− λ)µ−1, mod (q),

forms a basis of F[t]/(q) over F. Given the basis (7.3.16), it is clear that A
takes the form (7.3.15). �
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Remark. The matrix (7.3.15) is apparently the transpose of (2.4.1). We
leave it to the reader to sort this out.

Exercises

1. What happens to the matrix representation of A in (7.3.15) when you
reverse the order of the basis elements (7.3.16)?

2. Suppose F = R, A ∈ L(V ), and

mA(t) = t2 + 1.

Show that (7.3.5) becomes

V = V(p), p = mA.

Show that, in the decomposition (7.2.31), with E(p) replaced by V(p), one
has

V(p) ≈ R/(p)⊕ · · · ⊕ R/(p), R = F[t].
In case V = R/(p), show that dimF V = 2, and that a basis of V is given by

1, t.

What is the matrix of A with respect to this basis?

3. How do things change if R is replaced by C in Exercise 2?

4. Consider the ring R[t]/(t2 + 1). By Lemma 7.2.3 and Proposition 7.2.4,
this is a field. Which field is it:

R, C, something else.

5. Consider the ring C[t]/(t2 + 1). Show that this is not a field, and find a
simpler object it is isomorphic to.
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7.4. Integer matrices and algebraic integers

Here we complement results of §6.2 with a discussion of algebraic integers.
Given a ∈ C, a is an algebraic integer if and only if there is a polynomial

(7.4.1) p(z) = zn + an−1z
n−1 + · · ·+ a1z + a0, aj ∈ Z,

such that p(a) = 0. Parallel to Proposition 6.2.2 we have

Proposition 7.4.1. Given a ∈ C, a is an algebraic integer if and only if
there exists A ∈M(n,Z) such that a is an eigenvalue of A.

The proof of Proposition 7.4.1 is closely parallel to that of Proposition
6.2.2. From there, arguments similar to those proving Theorem 6.2.1 give
the following.

Theorem 7.4.2. If a, b ∈ C are algebraic integers, so are a+ b and ab.

In the terminology of §§6.1 and 7.1, the set A of algebraic numbers is a
field, and the set O of algebraic integers is a ring.

Since O ⊂ A, clearly the ring O is an integral domain, and its quotient
field is naturally contained in A. We claim that these fields are equal. In
fact, we have the following more precise result.

Proposition 7.4.3. Given x ∈ A, there exists k ∈ Z such that kx ∈ O.

Proof. Say x satisfies p(x) = 0, with p as in (6.2.1). Take k to be the
least common denominator of the fractions aj appearing in (6.2.1). Then
kx ∈ O. �

It is important to know that most elements of A are not algebraic inte-
gers. Here is one result along that line.

Proposition 7.4.4. If x is both an algebraic integer and a rational number,
then x is an integer. That is, x ∈ O ∩Q ⇒ x ∈ Z.

Proof. Say x ∈ Q solves (7.4.1) but x /∈ Z. We can write x = m/k and
arrange that m and k be relatively prime. Now multiply (7.4.1) by kn, to
get

(7.4.2) mn + an−1m
n−1k + · · ·+ a1mk

n−1 + a0k
n = 0, aj ∈ Z.

It follows that k divides mn, so (since Z is a UFD) m and k must have a
common prime factor. This contradiction proves Proposition 7.4.4. �

Here is an interesting geometrical consequence of Proposition 7.4.4. Con-
sider a regular tetrahedron T ⊂ R3. As one can see from Figure 7.4.1, if θ
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Figure 7.4.1. Regular tetrahedron

is the angle between two of its faces, then

cos θ =
1

3
, sin θ =

2
√
2

3
.

Consequently,

(7.4.3) eiθ =
1

3
+

2
√
2

3
i.

We claim that

(7.4.4) θ is not a rational multiple of π.

Indeed, if θ = (m/k)π, then (eiθ)2k = 1. However, in fact,

(7.4.5) α =
1

3
+

2
√
2

3
i is not an algebraic integer.

Indeed, if α ∈ O, then also α ∈ O, so α + α ∈ O, by Theorem 7.4.2. But
α+ α = 2/3, which is not in O, by Proposition 7.4.4.

This illustrates the fact that natural, elementary, geometric construc-
tions can give rise to angles that are not rational multiples of π, a fact that
is perhaps not much emphasized in basic geometry texts.
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Remark. This observation arose in a conversation between the author and
Robert Bryant, on a bus ride from MSRI down to the UC campus.

We take a further look at the algebraic number α in (7.4.5), which will
lead to a substantial generalization of Proposition 7.4.4. We proceed as
follows. Given α ∈ A, consider

(7.4.6) Iα = {p ∈ Q[z] : p(α) = 0}.

This is an ideal, and since Q[z] is a PID, we have Iα = (q) with q ∈ Iα
of minimal positive degree, say q(z) = zℓ + bℓ−1z

ℓ−1 + · · · + b1z + b0, with
bj ∈ Q. We can write each bj as a quotient of integers in reduced form and
multiply by the least common denominator, obtaining

(7.4.7) q0(α) = 0, q0(z) = cℓz
ℓ + cℓ−1z

ℓ−1 + · · ·+ c1z + c0, cj ∈ Z.

In such a situation, the integers cj , 0 ≤ j ≤ ℓ, have no common factors,
other than ±1. A polynomial in Z[z] having this property is said to be a
primitive polynomial. The argument above shows that, for each α ∈ A,
there is a primitive polynomial q0 ∈ Z[z] such that q0 generates Iα in Q[z],
and q0 is uniquely determined up to a factor of ±1. We can uniquely specify
it by demanding that cℓ > 0. Let us write

(7.4.8) q0(z) = Πα(z).

For α as in (7.4.5), we can compute Πα(z) as follows. Note that

(7.4.9)

(
z−(1 + 2

√
2i)
)(
z − (1− 2

√
2i)
)

=
(
(z − 1) + 2

√
2i
)(

(z − 1)− 2
√
2i
)

= (z − 1)2 + 8

= z2 − 2z + 9.

This polynomial has 3α as a root, so z2 − (2/3)z + 1 generates Iα in Q[z],
and hence

(7.4.10) α =
1

3
+

2
√
2

3
i =⇒ Πα(z) = 3z2 − 2z + 3.

The result (7.4.5) is hence also a consequence of the following.

Proposition 7.4.5. Given α ∈ A, if Πα(z) is not a monic polynomial (i.e.,
if its leading coefficient is > 1), then α /∈ O.

Proof. Assume α ∈ A and

(7.4.11) Πα(z) = bℓz
ℓ + · · ·+ b1z + b0, bj ∈ Z, bℓ > 1.
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We want to contradict the possibility that p(α) = 0 for some p ∈ Z[z] as in
(7.4.1). Indeed, if p(α) = 0, then p ∈ Iα, so
(7.4.12) Πα(z)q(z) = p(z), for some q ∈ Q[z].

(Note that Q[z] is a PID, but Z[z] is not.) Now write the coefficients of
q(z) as rational numbers in lowest terms, and multiply (7.4.12) by the least
common denominator of these coefficients, call it M , to get

(7.4.13) Πα(z)q0(z) =Mp(z), q0 =Mq ∈ Z[z].
We see that Πα(z) and q0(z) are primitive polynomials. The leading coeffi-
cient of both sides of (7.4.13) must be M , so, by (7.4.11), M is an integer
multiple of bℓ. Thus Mp(z) cannot be a primitive polynomial. This is a
contradiction, in light of the following result, known as the Gauss lemma.

�

Theorem 7.4.6. Given two elements of Z[z],

(7.4.14)
p0(z) = akz

k + · · ·+ a1z + a0, aj ∈ Z,

q0(z) = bℓz
ℓ + · · ·+ b1z + b0, bj ∈ Z,

if p0 and q0 are both primitive polynomials, then the product p0q0 is also a
primitive polynomial.

Proof. If p0q0 is not primitive, there is a prime γ ∈ Z that divides all of its
coefficients. The natural projection

(7.4.15) Z −→ Z/(γ) = Fγ

gives rise to a ring homomorphism

(7.4.16) χ : Z[z] −→ Fγ [z],

and then

(7.4.17) χ(p0)χ(q0) = χ(p0q0) = 0 in Fγ [z],

while

(7.4.18) χ(p0) ̸= 0 and χ(q0) ̸= 0 in Fγ [z].

However, we know that Fγ is a field, and this implies Fγ [z] is an integral
domain, so (7.4.17)–(7.4.18) cannot both hold. This proves Theorem 7.4.6.

�

Remark. The converse to Proposition 7.4.5 is obvious, so we can restate
the result as follows. Given α ∈ A,

(7.4.19) α ∈ O ⇐⇒ Πα(z) is a monic polynomial.
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Exercises

1. Let ω ∈ C be a root of unity, i.e., ωn = 1 for some n ∈ N. Show that

Reω ∈ Q =⇒ Reω ∈ {0,±1
2 ,±1}.

See how this generalizes (7.4.3)–(7.4.5).

2. Complementing the result (7.4.3)–(7.4.5) on the regular tetrahedron in
R3, consider the other Platonic solids in R3 and determine whether the
angles between their faces are rational multiples of π.
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7.5. Noetherian rings and Noetherian modules

Throughout this section, R will be a commutative ring with unit. As stated
below (7.2.1), we say R is a Noetherian ring provided the following condition
(called the ascending chain condition) holds:

(7.5.1)
Ij ⊂ R ideals in R, I1 ⊂ I2 ⊂ · · · ⊂ Ik ⊂ · · ·
=⇒ Iℓ = Iℓ+1 = · · · , for some ℓ.

The content of Proposition 7.2.1 is that

(7.5.2) R is a PID =⇒ R is Noetherian.

In particular, R is Noetherian if it is a field, which is clear, since then its only
ideals are 0 and R. We will show that the polynomial rings R[x1, . . . , xn]
are Noetherian whenever R is Noetherian, so other examples of Noetherian
rings include

(7.5.3) Z[x1, . . . , xn] and F[x1, . . . , xn],

whenever F is a field. This is a deep result. First we look at some easy
results.

To begin, we recall that the purpose of Proposition 7.2.1 was to apply to
the factorization result, Proposition 7.2.2, which we can extend as follows.
As in (7.2.2), we say that an element a ∈ R \ 0 that is not invertible is
irreducible provided

(7.5.4) a = bc, b, c ∈ R =⇒ b or c is invertible.

The next result extends Proposition 7.2.2.

Proposition 7.5.1. If R is a Noetherian ring, each a ∈ R \ 0 that is not
invertible can be written as a finite product of irreducible elements.

Proof. Identical to the proof of Proposition 7.2.2. �

On the other hand, (7.2.6) does not extend. We will see examples of
Noetherian rings that are not UFDs.

We next present some alternative characterizations of Noetherian rings.

Proposition 7.5.2. For a commutative ring R with unit, the following
conditions are equivalent.

(7.5.5) R is Noetherian.

(7.5.6)
Each nonempty collection C of ideals of R
has a maximal element.

(7.5.7) Each ideal I ⊂ R is finitely generated.
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Proof. First we show that (7.5.5)⇒ (7.5.6). Let C be a nonempty collection
of ideals of R. Choose I1 ∈ C. If C does not have a maximal element, choose
I2 ∈ C, strictly containing I1. Continue. Given a strictly increasing chain
I1 ⊂ · · · ⊂ Ik, you can then choose a strictly larger ideal Ik+1 ∈ C. The
resulting infinite chain contradicts (7.5.1).

The fact that (7.5.6) ⇒ (7.5.5) is trivial.

Next we show that (7.5.6) ⇒ (7.5.7). Let I ⊂ R be an ideal, and let
C be the collection of finitely generated ideals contained in I. Then 0 ∈ C,
so C is nonempty. If (7.5.6) holds, C has a maximal element, say J (so J
is finitely generated). We claim J = I. If not, we can take a ∈ I \ J and
consider the ideal J1 generated by I and a, which must belong to C, yielding
a contradiction.

Finally, we prove (7.5.7) ⇒ (7.5.5). Let I1 ⊂ I2 ⊂ · · · ⊂ Ik ⊂ · · · be an
increasing chain of ideals. Then J = ∪kIk is an ideal. If (7.5.7) holds, J is
finitely generated, say J = (a1, . . . , aℓ), with ai ∈ Iki . Hence J = Ik with
k = max ki. This finishes the proof of Proposition 7.5.2. �

We next look at the rings Z[ω] considered in Exercises 1–5 of §7.2, with

(7.5.8) ω =
√
−m, m ∈ N, or ω =

1

2
+

1

2

√
−D, D ∈ N, D = 3 mod 4.

Proposition 7.5.3. For each ω in (7.5.8), the ring Z[ω] is Noetherian.

Proof. Let J be an ideal in Z[ω]. In particular, J is an additive subgroup
of the additive group Z[ω], i.e., it is a Z-submodule of the Z-module Z[ω],
which by Exercise 1 of §7.2 has two generators as a Z-module, namely 1 and
ω. By Proposition 7.2.6, J is a finitely generated Z-module, with at most
two generators, say a1 and a2. It follows that a1 and a2 generate J as an
ideal in Z[ω], so the criterion (7.5.7) applies. �

Exercise 3 of §7.2 identifies a number of cases in which these rings Z[ω]
are PIDs. On the other hand, by Exercise 5 of §7.2,

(7.5.9) Z[
√
−5] is not a UFD.

This is therefore an example of a Noetherian ring that is not a UFD.

Remark. See Proposition 7.5.12 below for a substantial generalization of
Proposition 7.5.3.

We now state and prove the celebrated Hilbert basis theorem.

Theorem 7.5.4. If R is a Noetherian ring, then the polynomial ring R[x]
is also Noetherian.
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Proof. We will show that each ideal I ⊂ R[x] is finitely generated. To
start, given such I, define Jk ⊂ R by

(7.5.10) Jk = {a ∈ R : ∃ f ∈ I such that f(x)− axk has degree < k}.

One can check that each such Jk is an ideal in R. Also f ∈ R ⇒ xf ∈ I,
so Jk ⊂ Jk+1, and we have an ascending chain of ideals in R. Thus R
Noetherian ⇒ Jn = Jn+1 = · · · for some n.

For each m ≤ n, the ideal Jm ⊂ R is finitely generated, say

(7.5.11) Jm = (am,1, . . . , am,rm).

Hence, for each (m, j), 1 ≤ j ≤ rm, there is a polynomial fm,j ∈ I of degree
m, having leading coefficient am,j . We claim that the finite set

(7.5.12) {fm,j : m ≤ n, 1 ≤ j ≤ rm}

generates I.
To see this, let f ∈ I have degree m. Then its leading coefficient a is in

Jm. If m ≥ n, then a ∈ Jm = Jn, so

(7.5.13) a =
∑
i

bian,i, bi ∈ R,

so

(7.5.14) f(x)−
∑
i

bix
m−nfn,i(x) has degree < m, and belongs to I.

On the other hand, if m ≤ n, then

(7.5.15) a ∈ Jm =⇒ a =
∑
i

biam,i, bi ∈ R,

so

(7.5.16) f(x)−
∑
i

bifm,i(x) has degree < m, and belongs to I.

It follows by induction on m that each f ∈ I can be written as a linear
combination of the elements (7.5.12). Consequently each ideal in R[x] is
finitely generated. This proves Theorem 7.5.4. �

From here a simple inductive argument gives the following result, adver-
tised in the first paragraph of this section.

Corollary 7.5.5. If R is a Noetherian ring, then, for each n ∈ N, the
polynomial ring

(7.5.17) R[x1, . . . , xn] is Noetherian.
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Remark. Somewhat parallel to Theorem 7.5.4, though with a completely
different proof, we have, for a commutative ring R with unit,

(7.5.18) R is a UFD ⇒ R[x] is a UFD.

As a consequence, the rings (7.5.3) are also all UFDs. This is established in
Section 7.6.

To proceed, we have the following.

Corollary 7.5.6. If R is a Noetherian ring and J is an ideal in R[x1, . . . , xn],
then

(7.5.19) R[x1, . . . , xn]/J is Noetherian.

This is a consequence of Corollary 7.5.5 and the following simple result.

Proposition 7.5.7. If R is a Noetherian ring and I is an ideal in R, then
R/I is Noetherian.

Proof. Consider the natural projection π : R → R/I. If J is an ideal in
R/I, then π−1(J ) is an ideal in R, so it is finitely generated, say π−1(J ) =
(a1, . . . , aℓ). It follows that J = (b1, . . . , bℓ), with bj = π(aj). �

We next introduce the concept of a Noetherian module. If R is a com-
mutative ring with unit, an R-module M is said to be a Noetherian module
provided the following ascending chain condition holds:

(7.5.20)
Mj ⊂ M submodules, M1 ⊂ M2 ⊂ · · · ⊂ Mk ⊂ · · ·
=⇒ Mℓ = Mℓ+1 = · · · , for some ℓ.

Parallel to Proposition 7.5.2, we have the following equivalent characteriza-
tions.

Proposition 7.5.8. If M is a R-module, the following conditions are equiv-
alent.

(7.5.21) M is a Noetherian module.

(7.5.22)
Each nonempty collection C of submodules of M
has a maximal element.

(7.5.23) Each submodule of M is finitely generated.

Proof. Essentially the same as the proof of Proposition 7.5.2. �

We now develop basic results about Noetherian modules, following the
efficient presentation in §3.4 of [18].



270 7. Rings and modules

Proposition 7.5.9. Let L,M, and N be R-modules, connected by R-
homomorphisms

(7.5.24) L α−→ M β−→ N .

Assume

(7.5.25) α injective, β surjective, and R(α) = N (β).

Then

(7.5.26) M is Noetherian ⇐⇒ L and N are Noetherian.

Proof. First, the implication ⇒ in (7.5.26) is easy, since ascending chains
of submodules in L and in N correspond one-to-one to associated ascending
chains in M.

We turn to the proof of the implication ⇐. Let

(7.5.27) M1 ⊂ M2 ⊂ · · · ⊂ Mk ⊂ · · ·

be an ascending chain of submodules of M. We identify L with its image
α(L) in M. Taking intersections gives a chain

(7.5.28) L ∩M1 ⊂ L ∩M2 ⊂ · · · ⊂ L ∩Mk ⊂ · · ·

of submodules of M (and of L). Also, applying β to (7.5.27) gives an
ascending chain

(7.5.29) β(M1) ⊂ β(M2) ⊂ · · · ⊂ β(Mk) ⊂ · · ·

of submodules of N . Given that L and N are Noetherian, the chains (7.5.28)
and (7.5.29) each stabilize, so for some ℓ,

(7.5.30) L ∩Mℓ = L ∩Mℓ+1 = · · · , β(Mℓ) = β(Mℓ+1) = · · · .

To finish the proof, it suffices to show that, given submodulesMℓ ⊂ Mℓ+1 ⊂
M, and given (7.5.25),

(7.5.31) L ∩Mℓ = L ∩Mℓ+1 and β(Mℓ) = β(Mℓ+1) =⇒ Mℓ = Mℓ+1.

Indeed, if x ∈ Mℓ+1, then β(x) ∈ β(Mℓ+1) = β(Mℓ), so there exists y ∈ Mℓ

such that β(x) = β(y). Then β(x − y) = 0. Since N (β) = α(L) = L, we
have

(7.5.32) x− y ∈ L ∩Mℓ+1 = L ∩Mℓ,

so x ∈ Mℓ, and we have (7.5.31), and the proof of Proposition 7.5.9 is
complete. �

An alternative statement of Proposition 7.5.9 is that if M is an R-
module and L ⊂ M a submodule,

(7.5.33) M is Noetherian ⇐⇒ L and M/L are Noetherian.
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One simple application of Proposition 7.5.9 is that if M1 and M2 are
R-modules,

(7.5.34) M1 and M2 Noetherian =⇒ M1 ⊕M2 is Noetherian.

In fact, we have natural R-homomorphisms

(7.5.35) M1
α−→ M1 ⊕M2

β−→ M2,

satisfying the conditions of (7.5.24)–(7.5.25). Inductively, we have

(7.5.36) Mj Noetherian =⇒ M1 ⊕ · · · ⊕Mk Noetherian.

The following is a major consequence of Propositions 7.5.8 and 7.5.9. In
particular, it extends Corollary 7.2.7 from the setting of a module over a
PID to that of a module over a Noetherian ring.

Proposition 7.5.10. Let R be a Noetherian ring, and let M be a finitely
generated R-module. Then M is a Noetherian module. Consequently, each
submodule L of M is finitely generated.

Proof. If M is generated by k elements, then there is a surjective homo-
morphism β : Rk → M, so M ≈ Rk/N where N = N (β) is a submodule
of Rk. By (7.5.36), Rk is a Noetherian module, and the conclusion that
Rk/N is Noetherian follows from the implication ⇒ in (7.5.33). Having M
Noetherian, we deduce that each submodule L is finitely generated (and in
fact Noetherian), by Proposition 7.5.8. �

The following result yields another proof (and indeed a substantial gen-
eralization) of Proposition 7.5.3.

Proposition 7.5.11. Let B be a commutative ring with unit, and let A be
a subring (with the same unit). Assume A is Noetherian and B is a finitely
generated A-module. Then B is a Noetherian ring.

Proof. By Proposition 7.5.10, B is a Noetherian A-module. Now any as-
cending chain of ideals in B is also an ascending chain of A-modules, hence
it stabilizes, so B is a Noetherian ring. �

Note how Proposition 7.5.11 applies to Proposition 7.5.3, with A =
Z, B = Z[ω]. Using Proposition 7.5.11, one can extend the scope of Propo-
sition 7.5.3, from ω as in (7.5.8) to arbitrary algebraic integers. More gen-
erally, if

(7.5.37) ω1, . . . , ωℓ are algebraic integers,

then

(7.5.38) Z[ω1, . . . , ωℓ] is a finitely-generated Z-module,

hence a Noetherian ring. Put another way:
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Proposition 7.5.12. Each finitely generated subring (with unit) of the ring
O of algebraic integers is a Noetherian ring.

By contrast, we have the following.

Proposition 7.5.13. The ring O of algebraic integers is not a Noetherian
ring.

Proof. We will show that the ascending chain

(7.5.39) Ik = (2, 21/2, 21/3, . . . , 21/k)

of ideals in O does not stabilize. Indeed,

(7.5.40)

Ik = Ik+1 =⇒
k∑

j=1

aj2
1/j = 21/(k+1), aj ∈ O

=⇒ 1 =
k∑

j=1

aj2
1/j−1/(k+1)

= 21/k−1/(k+1)
k∑

j=1

aj2
1/j−1/k

= 21/k(k+1)
k∑

j=1

aj2
(k−j)/jk

=⇒ 2−1/k(k+1) ∈ O
=⇒ 2−1 ∈ O,

which is false (cf. Proposition 7.4.4). This proves Proposition 7.5.13. �
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7.6. Polynomial rings over UFDs

Our goal here is to prove that, given a commutative ring R with unit,

(7.6.1) R is a UFD =⇒ R[x] is a UFD.

We start with the following basic case.

Proposition 7.6.1. The polynomial ring Z[x] is a UFD.

Proof. Take p(x) ∈ Z[x]. Thanks to Theorem 7.5.4, we can apply Proposi-
tion 7.5.1 to factor p(x) into irreducible factors, say

(7.6.2) p(x) = αa1(x) · · · ak(x),

with α ∈ Z (in turn written as a product of primes in Z) and each aj(x)
irreducible in Z[x]. In particular, the coefficients of each factor aj(x) have no
common factors, i.e., aj(x) is a primitive polynomial (as defined in Section
7.4). Now suppose that also

(7.6.3) p(x) = βb1(x) · · · bℓ(x),

with β ∈ Z and each bj(x) an irreducible (hence primitive) polynomial
in Z[x]. By the Gauss lemma, Theorem 7.4.6, both a1(x) · · · ak(x) and
b1(x) · · · bℓ(x) are primitive polynomials. It follows that both α and β are
the largest common factors of the coefficients of p(x), so α = β, up to a sign,
which, when adjusted, leads to

(7.6.4) a1(x) · · · ak(x) = b1(x) · · · bℓ(x).

Given that Q[x] is a PID, hence a UFD, one can readily deduce from the
following result that ℓ = k and that these factorizations coincide, up to order
and units (in this case, factors of ±1). �

Lemma 7.6.2. If q(x) ∈ Z[x] is irreducible in Z[x], then it is irreducible in
Q[x].

Proof. Irreducibility in Z[x] implies q(x) is a primitive polynomial. If it is
not irreducible in Q[x], we can write

(7.6.5) q(x) = q1(x)q2(x), qj(x) ∈ Q[x],

each factor having positive degree. Clearing denominators, we can write

(7.6.6) qj(x) = γjrj(x), γj ∈ Q, rj(x) ∈ Z[x],

and we can arrange that each rj(x) be a primitive polynomial. Then

(7.6.7) q(x) = γr1(x)r2(x), γ = γ1γ2 ∈ Q.

The Gauss lemma implies r1(x)r2(x) is primitive, and we have already noted
that q(x) is primitive. This forces γ = ±1, and then (7.6.7) contradicts
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irreducibility of q(x) in Z[x]. Thus we have Lemma 7.6.2, which enables us
to complete the proof of Proposition 7.6.1. �

The argument used to prove Proposition 7.6.1 needs several modifica-
tions in order to yield (7.6.1) for a general UFD R. To start, the argument
given above to yield the factorization (7.6.2) does not work unless R is also
a Noetherian ring. For an alternative approach, given p(x) ∈ R[x], first
factor out the common prime factors of its coefficients, and write

(7.6.8) p(x) = αp0(x), α ∈ R, p0(x) ∈ R[x],

where the coefficients of p0(x) have no common factors in R (again we say
p0(x) is a primitive polynomial). Then let F denote the quotient field of R,
and write

(7.6.9) p0(x) = q1(x) · · · qk(x), qj(x) ∈ F [x],

with qj(x) irreducible in F [x], which is possible since F [x] is a PID. Next,
clear out denominators to write

(7.6.10) p0(x) = δa1(x) · · · ak(x), δ ∈ F , aj(x) ∈ R[x],

and arrange that each aj(x) is primitive, as well as irreducible in F [x]. To
proceed, we need a version of the Gauss lemma when R is a UFD. Here it
is.

Proposition 7.6.3. Assume R is a UFD and p1, p2 ∈ R[x]. Then

(7.6.11) p1 and p2 primitive =⇒ p1p2 primitive.

Proof. This is parallel to the proof of Theorem 7.4.6.
If p1p2 is not primitive, there is a prime γ ∈ R that divides all its coefficients.
Note that, in this setting,

(7.6.12)
γ ∈ R prime =⇒ Fγ = R/(γ) integral domain

=⇒ Fγ [x] integral domain.

Now the natural projection R → Fγ gives rise to a ring homomorphism

(7.6.13) χ : R[x] −→ Fγ [x],

and then

(7.6.14) χ(p1)χ(p2) = χ(p1p2) = 0 in Fγ [x],

while

(7.6.15) χ(p1) ̸= 0 and χ(p2) ̸= 0 in Fγ [x].

Of course, (7.6.14)–(7.6.15) contradict (7.6.12), so (7.6.11) must hold. �
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Returning to (7.6.10), we see from Proposition 7.6.3 that a1(x) · · · ak(x) ∈
R[x] is primitive, and since p0(x) is primitive, δ must belong to R and in
fact must be a unit of R. We can absorb it into a1(x) and rewrite (7.6.10)
as

(7.6.16) p0(x) = a1(x) · · · ak(x), aj(x) ∈ R[x],

and each aj(x) is irreducible in F [x], and a fortiori in R[x]. This gives

(7.6.17) p(x) = αa1(x) · · · ak(x),

with α as in (7.6.8). We can factor α ∈ R into primes, since R is a UFD,
and in this fashion obtain a factorization of p(x) into irreducible elements
of R[x].

At this point we are in a position to establish our main result.

Proposition 7.6.4. If R is a UFD, then R[x] is a UFD.

Proof. Given p(x) ∈ R[x], the argument leading up to (7.6.17) gives the
existence of a factorization of p(x) into irreducible elements of R[x]. To
tackle uniqueness, assume also

(7.6.18) p(x) = βb1(x) · · · bℓ(x),

with β ∈ R and each bj(x) irreducible (hence primitive) in R[x]. Again,
by Proposition 7.6.3, b1(x) · · · bℓ(x) is primitive, so comparison with (7.6.17)
gives

(7.6.19) p(x) = αp0(x) = βq0(x), α, β ∈ R, p0(x), q0(x) ∈ R[x],

with p0(x) and q0(x) both primitive. It follows that, if one factors each of the
coefficients of p(x) into primes in R, and pulls out all the factors common
to all the coefficients of p(x), one gets simultaneously both α and β, up to
a unit factor. Hence α = β, up to a unit factor. We can absorb that factor
into b1(x), and we get

(7.6.20) a1(x) · · · ak(x) = b1(x) · · · bℓ(x),

as in (7.6.4). To proceed, we need the following extension of Lemma 7.6.2.
�

Lemma 7.6.5. Let R be a UFD, with quotient field F . If q(x) ∈ R[x] is
irreducible in R[x], then it is irreducible in F [x].

Proof. The proof is parallel to that of Lemma 7.6.2, with R in place of Z
and F in place of Q, except that now we have (7.6.7) with γ a unit of R,
which suffices to complete the proof. �
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Having Lemma 7.6.5 and the fact that F [x] is a UFD, we are able to
argue as in the proof of Proposition 7.6.1 that k = ℓ and the factors on the
two sides of (7.6.20) coincide, up to a rearrangement and unit factors. This
yields Proposition 7.6.4.

Corollary 7.6.6. If R is a UFD, then each polynomial ring R[x1, . . . , xn]
is a UFD.



Chapter 8

Special structures in
linear algebra

Linear algebra gives rise to many interesting objects with special structure.
We examine four such structures here. These have both classical roots and
enduring significance.

In §8.1 we study the quaternions, i.e.,

(8.0.1) H = {ξ = a+ bi+ cj + dk : a, b, c, d ∈ R},

isomorphic as a vector space over R to R4. One also writes ξ = a+ v, where
a is the real part and v = bi+ cj + dk is the vector part. H is also endowed
with a product, ξ, η ∈ H ⇒ ξη ∈ H, an R-bilinear map in which 1 acts as
the multiplicative identity. The multiplication table for i, j, k mirrors the
cross product, except that, rather than i2 = j2 = k2 = 0, we take

(8.0.2) i2 = j2 = k2 = −1.

This product incorporates both the dot product and the cross product for
the vector parts of the factors. One basic result is the associative law:

(8.0.3) ζ(ξη) = (ζξ)η, ζ, ξ, η ∈ H.

This fundamental result in turn implies some nontrivial identities involving
the cross product and dot product on R3. It is seen that each nonzero ξ ∈ H
has a multiplicative inverse. Thus H satisfies all the conditions of a field,
except that multiplication is not commutative. One sometimes calls H a
“noncommutative field.”

Section 8.1 also looks at matrices of elements of H,

(8.0.4) M(n,H) = {A = (ajk) : ajk ∈ H},

277
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and a subset

(8.0.5) Sp(n) = {A ∈M(n,H) : A∗A = I}.

It is seen that Sp(n) is a group, and there is a natural injection

(8.0.6) Sp(n) ↪→ O(4n),

making Sp(n) a compact matrix group.

The product on H makes it a ring. The structure of H as a vector
space makes this product R-bilinear. This sets up H as an example of an
algebra, studied in a general setting in §8.2. Generally, an algebra A over
a field F is a vector space over F having a product A × A → A that is
F-bilinear. Section 8.2 mainly deals with associative algebras, in which the
product makes A a ring. Examples include matrix algebras, tensor algebras,
and exterior algebras. There are also important classes of non-associative
algebras, i.e., algebras for which the F-bilinear product does not satisfy the
condition of associativity. One prime class of examples is the class of Lie
algebras. Another example arises in §8.4.

Section 8.3 is devoted to Clifford algebras. Given a real vector space V ,
of dimension n, and a quadratic form Q on V , one defines Cℓ(V,Q) as an
associative algebra over R, with unit, generated by V , and satisfying the
anticommutation relations

(8.0.7) uv + vu = −2Q(u, v)1, u, v ∈ V.

We construct Cℓ(V,Q) as a quotient of the tensor algebra of V , modulo an
ideal, designed to capture these anticommutation relations. Then Cℓ(V,Q)
is a real vector space of dimension 2n. We investigates its structure, which
depends on Q. If Q = 0, then we get the exterior algebra Λ∗V . We also
investigate the relation between Clifford algebras and a class of first-order
systems of differential operators called Dirac operators, which are important
in the modern theory of partial differential equations.

Section 8.4 is devoted to a special non-associative algebra known as
the algebra of octonions. This algebra, denoted O, is an 8-dimensional
real vector space, isomorphic as a vector space to H ⊕ H, endowed with a
multiplication that, to the degree possible, carries on the progression of how
the product on R leads to the product on C = R⊕R, and from there to the
product on H = C⊕C. In passing from C to H, one loses commutativity of
the product, and in passing fromH toO one loses associativity. Nevertheless,
O possesses an astonishingly rich structure.

One reflection of this is manifested in the rich structure of the automor-
phism group of O, Aut(O), consisting of R-linear isomorphisms K : O → O
that preserve the product: K(uv) = K(u)K(v). To describe a setting for
this group, we recall the groups SO(n) and U(n), introduced in Chapter 3,
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and Sp(n), introduced in §8.1. These form the “classical” compact matrix
groups. In addition to this list, there are five “exceptional” compact matrix
groups, denoted

(8.0.8) G2, F4, E6, E7, E8.

Results on the structure of Aut(O) established here can be shown to lead to
the identity

(8.0.9) Aut(O) = G2.

Beyond this, the theory of the algebra O of octonions can be used as a key
to the other exceptional groups. Further material on this can be found in
[21].
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8.1. Quaternions and matrices of quaternions

The space H of quaternions is a four-dimensional real vector space, identified
with R4, with basis elements 1, i, j, k, the element 1 identified with the real
number 1. Elements of H are represented as follows:

(8.1.1) ξ = a+ bi+ cj + dk,

with a, b, c, d ∈ R. We call a the real part of ξ (a = Re ξ) and bi + cj + dk
the vector part. We also have a multiplication on H, an R-bilinear map
H×H → H, such that 1 · ξ = ξ · 1 = ξ, and otherwise governed by the rules

(8.1.2) ij = k = −ji, jk = i = −kj, ki = j = −ik,

and

(8.1.3) i2 = j2 = k2 = −1.

Otherwise stated, if we write

(8.1.4) ξ = a+ u, a ∈ R, u ∈ R3,

and similarly write η = b+ v, b ∈ R, v ∈ R3, the product is given by

(8.1.5) ξη = (a+ u)(b+ v) = (ab− u · v) + av + bu+ u× v.

Here u ·v is the dot product in R3, and u×v is the cross product, introduced
in Exercises 5–11 of §3.4. The quantity ab− u · v is the real part of ξη and
av + bu+ u× v is the vector part. Note that

(8.1.6) ξη − ηξ = 2u× v.

It is useful to take note of the following symmetries of H.

Proposition 8.1.1. Let K : H → H be an R-linear transformation such that
K1 = 1 and K cyclically permutes (i, j, k) (e.g., Ki = j, Kj = k, Kk = i).
Then K preserves the product in H, i.e.,

(8.1.7) K(ξη) = K(ξ)K(η), ∀ ξ, η ∈ H.

We say K is an automorphism of H.

Proof. This is straightforward from the multiplication rules (8.1.2)–(8.1.3).
�

We move on to the following basic result.

Proposition 8.1.2. Multiplication in H is associative, i.e.,

(8.1.8) ζ(ξη) = (ζξ)η, ∀ ζ, ξ, η ∈ H.
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Proof. Given the R-bilinearity of the product, it suffices to check (8.1.8)
when each ζ, ξ, and η is either 1, i, j, or k. Since 1 is the multiplicative unit,
the result (8.1.8) is easy when any factor is 1. Furthermore, one can use
Proposition 8.1.1 to reduce the possibilities further; for example, one can
take ζ = i. We leave the final details to the reader. �

Remark. In the case that ξ = u, η = v, and ζ = w are purely vectorial, we
have
(8.1.9)

w(uv) = w(−u · v + u× v) = −(u · v)w − w · (u× v) + w × (u× v),

(wu)v = (−w · u+ w × u)v = −(w · u)v − (w × u) · v + (w × u)× v.

Then the identity of the two left sides is equivalent to the pair of identities

w · (u× v) = (w × u) · v,(8.1.10)

w × (u× v)− (w × u)× v = (u · v)w − (w · u)v.(8.1.11)

Compare (8.1.10) with Exercise 11 of §3.4. As for (8.1.11), it also follows
from the pair of identities

(8.1.12) w × (u× v)− (w × u)× v = u× (w × v),

and

(8.1.13) u× (w × v) = (u · v)w − (w · u)v,
for which see Exercises 9–10 of §3.4. See Exercise 5 below for the converse.

In addition to the product, we also have a conjugation operation on H:

(8.1.14) ξ = a− bi− cj − dk = a− u.

A calculation gives

(8.1.15) ξη = (ab+ u · v)− av + bu− u× v.

In particular,

(8.1.16) Re(ξη) = Re(ηξ) = (ξ, η),

the right side denoting the Euclidean inner product on R4. Setting η = ξ in
(8.1.15) gives

(8.1.17) ξξ = |ξ|2,
the Euclidean square-norm of ξ. In particular, whenever ξ ∈ H is nonzero,
it has a multiplicative inverse,

(8.1.18) ξ−1 = |ξ|−2ξ.

We say a ring R with unit 1 is a division ring if each nonzero ξ ∈ R has a
multiplicative inverse. It follows from (8.1.18) that H is a division ring. It
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is not a field, since multiplication in H is not commutative. Sometimes H is
called a “noncommutative field.”

To continue with products and conjugation, a routine calculation gives

(8.1.19) ξη = η ξ.

Hence, via the associative law,

(8.1.20) |ξη|2 = (ξη)(ξη) = ξηηξ = |η|2ξξ = |ξ|2|η|2,

or

(8.1.21) |ξη| = |ξ| |η|.

Note that C = {a + bi : a, b ∈ R} sits in H as a commutative subring, for
which the properties (8.1.17) and (8.1.21) are familiar.

Let us examine (8.1.21) when ξ = u and η = v are purely vectorial. We
have

(8.1.22) uv = −u · v + u× v.

Hence, directly,

(8.1.23) |uv|2 = (u · v)2 + |u× v|2,

while (8.1.21) implies

(8.1.24) |uv|2 = |u|2|v|2.

As seen in Exercise 1 of §3.4, if θ is the angle between u and v in R3,

(8.1.25) u · v = |u| |v| cos θ.

Hence (8.1.23) implies

(8.1.26) |u× v|2 = |u|2|v|2 sin2 θ.

Compare Exercise 7 of §3.4.
We next consider the set of unit quaternions:

(8.1.27) Sp(1) = {ξ ∈ H : |ξ| = 1}.

Using (8.1.18) and (8.1.21), we see that Sp(1) is a group under multiplica-
tion. It sits in R4 as the unit sphere S3. We compare Sp(1) with the group
SU(2), consisting of 2× 2 complex matrices of the form

(8.1.28) U =

(
ξ −η
η ξ

)
, ξ, η ∈ C, |ξ|2 + |η|2 = 1.

The group SU(2) is also in natural one-to-one correspondence with S3. Fur-
thermore, we have:
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Proposition 8.1.3. The groups SU(2) and Sp(1) are isomorphic under the
correspondence

(8.1.29) U 7→ ξ + jη,

for U as in (8.1.28).

Proof. The correspondence (8.1.29) is clearly bijective. To see it is a ho-
momorphism of groups, we calculate:

(8.1.30)

(
ξ −η
η ξ

)(
ξ′ −η′

η′ ξ
′

)
=

(
ξξ′ − ηη′ −ξη′ − ηξ

′

ηξ′ + ξη′ −ηη′ + ξξ
′

)
,

given ξ, η ∈ C. Noting that, for a, b ∈ R, j(a+ bi) = (a− bi)j, we have

(8.1.31)
(ξ + jη)(ξ′ + jη′) = ξξ′ + ξjη′ + jηξ′ + jηjη′

= ξξ′ − ηη′ + j(ηξ′ + ξη′).

Comparison of (8.1.30) and (8.1.31) verifies that (8.1.29) yields a homomor-
phism of groups. �

We next define the map

(8.1.32) π : Sp(1) −→ L(R3)

by

(8.1.33) π(ξ)u = ξuξ−1 = ξuξ, ξ ∈ Sp(1), u ∈ R3 ⊂ H.

To justify (8.1.32), we need to show that if u is purely vectorial, so is ξuξ.
In fact, by (8.1.19),

(8.1.34) ζ = ξuξ =⇒ ζ = ξuξ = −ξuξ = −ζ,

so that is indeed the case. By (8.1.21),

(8.1.35) |π(ξ)u| = |ξ| |u| |ξ| = |u|, ∀u ∈ R3, ξ ∈ Sp(1),

so in fact

(8.1.36) π : Sp(1) −→ SO(3),

and it follows easily from the definition (8.1.33) that if also ζ ∈ Sp(1), then
π(ξζ) = π(ξ)π(ζ), so (8.1.36) is a group homomorphism. It is readily verified
that

(8.1.37) Kerπ = {±1}.

Note that we can extend (8.1.32) to

(8.1.38) π : Sp(1) −→ L(H), π(ξ)η = ξηξ, ξ ∈ Sp(1), η ∈ H,
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and again π(ξζ) = π(ξ)π(ζ) for ξ, ζ ∈ Sp(1). Furthermore, each map π(ξ)
is a ring homomorphism, i.e.,

(8.1.39) π(ξ)(αβ) = (π(ξ)α)(π(ξ)β), α, β ∈ H, ξ ∈ Sp(1).

Since π(ξ) is invertible, this is a group of ring automorphisms of H. The
reader is invited to draw a parallel to the following situation. Define

(8.1.40) π̃ : SO(3) −→ L(H), π̃(T )(a+ u) = a+ Tu,

given a+u ∈ H, a ∈ R, u ∈ R3. It is a consequence of the identity (3.4.34),
i.e., T (u× v) = Tu× Tv, for u, v ∈ R3, that

(8.1.41) π̃(T )(αβ) = (π̃(T )α)(π̃(T )β), α, β ∈ H, T ∈ SO(3).

Thus SO(3) acts as a group of automorphisms of H. (Note that Propo-
sition 8.1.1 is a special case of this.) We claim this is the same group of
automorphisms as described in (8.1.38)–(8.1.39), via (8.1.36). This is a con-
sequence of the fact that π in (8.1.36) is surjective. We mention that the
automorphism K in Proposition 8.1.1 has the form (8.1.38) with

ξ =
1

2
(1 + i+ j + k).

To proceed, we consider n× n matrices of quaternions:

(8.1.42) A = (ajk) ∈M(n,H), ajk ∈ H.

If Hn denotes the space of column vectors of length n, whose entries are
quaternions, then A ∈ M(n,H) acts on Hn by the usual formula. Namely,
if ξ = (ξj)

t, ξj ∈ H, we have

(8.1.43) (Aξ)j =
∑
k

ajkξk.

Note that

(8.1.44) A : Hn −→ Hn

is R-linear, and commutes with the right action of H on Hn, defined by

(8.1.45) (ξb)j = ξjb, ξ ∈ Hn, b ∈ H.

Composition of such matrix operations on Hn is given by the usual matrix
product. If B = (bjk), then

(8.1.46) (AB)jk =
∑
ℓ

ajℓbℓk.

We define a conjugation on M(n,H). With A given by (8.1.42),

(8.1.47) A∗ = (akj).

Clearly (A∗)∗ = A. A calculation using (8.1.19) gives

(8.1.48) (AB)∗ = B∗A∗.
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We are ready to define the groups Sp(n) for n > 1:

(8.1.49) Sp(n) = {A ∈M(n,H) : A∗A = I}.
Note that A∗ is a left inverse of the R-linear map A : Hn → Hn if and
only if it is a right inverse (by real linear algebra). In other words, given
A ∈M(n,H),

(8.1.50) A∗A = I ⇐⇒ AA∗ = I.

In particular,

(8.1.51) A ∈ Sp(n) ⇐⇒ A∗ ∈ Sp(n) ⇐⇒ A−1 ∈ Sp(n).

Also, given A,B ∈ Sp(n),

(8.1.52) (AB)∗AB = B∗A∗AB = B∗B = I.

Hence Sp(n), defined by (8.1.49), is a group.

For another perspective, we put a quaternionic inner product on Hn as
follows. If ξ = (ξj)

t, η = (ηj)
t ∈ Hn, set

(8.1.53) ⟨ξ, η⟩ =
∑
j

ηjξj .

From (8.1.16), we have

(8.1.54) Re⟨ξ, η⟩ = (ξ, η),

where the right side denotes the Euclidean inner product on Hn = R4n.
Now, if A ∈M(n,H), A = (ajk), then

(8.1.55)

⟨Aξ, η⟩ =
∑
j,k

ηjajkξk

=
∑
j,k

ajkηjξk

= ⟨ξ, A∗η⟩.
Hence

(8.1.56) ⟨Aξ,Aη⟩ = ⟨ξ, A∗Aη⟩.
In particular, given A ∈ M(n,H), we have A ∈ Sp(n) if and only if A :
Hn → Hn preserves the quaternionic inner product (8.1.53). Given (8.1.54),
we have

(8.1.57) Sp(n) ↪→ O(4n).
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Exercises

1. Fill in the details for the proof of Proposition 8.1.2.

2. Work out a proof of (8.1.19). Show that, if ξ = a+ u, η = b+ v,

ξ η = ab− u · v − av − ab+ u× v

= ηξ.

3. Take z = a+ ib, w = c+ id ∈ C, so ξ in (8.1.1) becomes

ξ = z + wj.

If also η = u+ vj, u, v ∈ C, show that the multiplication law for H becomes

ξη = (zu− wv) + (wu+ zv)j.

Hint. jv = vj.

4. Define R-linear maps,

α : C2 −→ H, β : C2 −→ L(C2),

by

α

(
z

w

)
= z + wj, β

(
z

w

)
=

(
z −w
w z

)
.

Note that α is an R-linear isomorphism, so we have the R-linear map

γ = β ◦ α−1 : H −→ L(C2).

Modify the proof of Proposition 8.1.3 to show that

ξ, η ∈ H −→ γ(ξη) = γ(ξ)γ(η).

Thus γ effects an R-linear ring isomorphism of H onto a subring of L(C2).

5. Supplement the implication (8.1.12)–(8.1.13) ⇒ (8.1.11). with the con-
verse implication.
Hint. To start, given (8.1.11), permute letters to supplement this with

(8.1.58)
w × (v × u)− (w × v)× u = (v · u)w − (w · v)u,
u× (w × v)− (u× w)× v = (w · v)u− (u · w)v.

Then add (8.1.58) to (8.1.11) to obtain (8.1.13).

Exponentiation of quaternions
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6. Following arguments in §3.7, show that

etξ =
∞∑
k=0

tk

k!
ξk

is a convergent power series for all t ∈ R, ξ ∈ H, and that we have

d

dt
etξ = ξetξ.

7. Show that

e(s+t)ξ = esξetξ, ∀ s, t ∈ R, ξ ∈ H,
and if also η ∈ H,

ξη = ηξ =⇒ et(ξ+η) = etξetη.

8. Show that if u ∈ R3 ⊂ H, u ̸= 0, then, for t ∈ R,

etu =
(
cos t|u|

)
+
(
sin t|u|

) u
|u|
,

and, if ξ = a+ u,

etξ = eta
[(

cos t|u|
)
+
(
sin t|u|

) u
|u|

]
.

9. Show that, for t ∈ R,

u ∈ R3 ⊂ H =⇒ etu ∈ Sp(1),

using either Exercise 6 or

etξ = etξ.

Quaternionic matrix exponential

10. Parallel to Exercise 6, show that, for A ∈M(n,H),

etA =
∞∑
k=0

tk

k!
Ak ∈M(n,H)

is a convergent power series for t ∈ R, and that we have

d

dt
etA = AetA.

11. Show that

e(s+t)A = esAetA, ∀ s, t ∈ R, A ∈M(n,H),
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and, if also B ∈M(n,H),

AB = BA =⇒ et(A+B) = etAetB.

12. Defining A∗ ∈M(n,H) as in (8.1.47), show that, for t ∈ R,(
etA
)∗

= etA
∗
.

13. Let us set
sp(n) = {A ∈M(n,H) : A∗ = −A}.

Show that
A ∈ sp(n), t ∈ R =⇒ etA ∈ Sp(n),

and that
A,B ∈ sp(n) =⇒ [A,B] ∈ sp(n).
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8.2. Algebras

Let F be a field. An algebra A over F has the following structure:

(8.2.1) A is a vector space over F,

(8.2.2)
A is a ring, and the product (u, v) 7→ uv is

an F-bilinear map A×A → A.
Hence, if a ∈ F, u, v ∈ A,

(8.2.3) a(uv) = (au)v = u(av).

We say A is a commutative algebra if u, v ∈ A ⇒ uv = vu. If (8.2.1)–(8.2.2)
hold and A is a ring with unit (call it 1A, temporarily) we call A an algebra
with unit, and simply denote the unit by 1 (the same symbol as used for the
unit in F).

A number of rings we have seen before have natural structures as alge-
bras, such as M(n,F) and F[t], which are algebras over the field F. If A is
an algebra over F, then M(n,A) and A[t] are algebras over F. On the other
hand, the rings M(n,Z),Z[t], and Z/(n) (when n is not a prime) are not
algebras over a field. The ring H of quaternions, introduced in §8.1, is an
algebra over R (hence H is often called the algebra of quaternions). Note
that H is not an algebra over C.

If V is an n-dimensional vector space over F, the ring

(8.2.4) Λ∗V =
n⊕

k=0

ΛkV,

where Λ0V = F, Λ1V = V , and ΛkV is as in (5.3.64), with the wedge
product, described in §21, is an algebra over F (called the exterior algebra
of V ). We can also write

(8.2.5) Λ∗V =
∞⊕
k=0

ΛkV,

keeping in mind that ΛkV = 0 for k > n = dimV . Recall that

(8.2.6) α ∈ ΛiV, β ∈ ΛjV =⇒ α ∧ β ∈ Λi+jV.

Another algebra over F associated with such an n-dimensional vector
space is the tensor algebra, defined by

(8.2.7) ⊗∗V =
∞⊕
k=0

⊗kV,

where

(8.2.8) ⊗0V = F, ⊗1V = V, ⊗2V = V ⊗ V,
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and, for k ≥ 3,

(8.2.9) ⊗kV = V ⊗ · · · ⊗ V (k factors),

defined as in §5.2, i.e., ⊗kV = V1 ⊗ · · · ⊗ Vk with each Vj = V . That is to

say, an element α ∈ ⊗kV is a k-linear map

(8.2.10) α : V ′ × · · · × V ′ −→ F.

If also β ∈ ⊗ℓV , then α⊗ β ∈ Λk+ℓV is defined by
(8.2.11)
α⊗ β(w1, . . . , wk, wk+1, . . . , wk+ℓ) = α(w1, . . . , wk)β(wk+1, . . . , wk+ℓ),

for wj ∈ V ′. As opposed to (8.2.5), if V ̸= 0, all the terms ⊗kV are nonzero.
We define the countable direct sum

(8.2.12) V =

∞⊕
k=0

Vk

of vector spaces Vk to consist of elements

(8.2.13) (v0, v1, v2, . . . , vj , . . . ), vj ∈ Vj ,

such that only finitely many vj are nonzero. This is a vector space, with
vector operations

(8.2.14)

(v0, v1, . . . , vj , . . . ) + (v′0, v
′
1, . . . , v

′
j , . . . )

= (v0 + v′0, v1 + v′1, . . . , vj + v′j , . . . ),

a(v0, v1, . . . , vj , . . . ) = (av0, av1, . . . , avj , . . . ).

In such a fashion, ⊗∗V is a vector space (of infinite dimension) over F, and
the product (8.2.11) makes it an algebra over F.

This tensor algebra possesses the following universal property:

Proposition 8.2.1. Let A be an algebra over F with unit, V an n-dimensional
vector space over F, and let

(8.2.15) M : V −→ A

be a linear map. Them M extends uniquely to a homomorphism of algebras
(i.e., an F-linear ring homomorphism)

(8.2.16) M̃ : ⊗∗V −→ A.

Proof. The extension is given by M̃(1) = 1 and

(8.2.17) M̃(v1 ⊗ · · · ⊗ vk) =M(v1) · · · (Mvk), vj ∈ V.

Verifying that this yields an algebra homomorphism is straightforward from
the definitions. �
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In case A = Λ∗V , with V = Λ1V , Proposition 8.2.1 yields

(8.2.18) M̃ : ⊗∗V −→ Λ∗V.

Clearly this is surjective. Furthermore,

(8.2.19)
N (M̃) = I, the 2-sided ideal in ⊕∗V generated by

{v ⊗ w + w ⊗ v : v, w ∈ V }.
Hence

(8.2.20) Λ∗V ≈ ⊗∗V/I.

Next, let A be an algebra and V a vector space over F, both finite
dimensional, and form the tensor product A ⊗ V , seen from §5.2 to be a
vector space over F. In fact, A ⊗ V has the natural structure of an A-
module, given by

(8.2.21) a(b⊗ v) = (ab)⊗ v, a, b ∈ A, v ∈ V.

One important class of examples arises with F = R, A = C, and V a real
vector space, yielding the complexification,

(8.2.22) VC = C⊗ V.

This is a C-module, hence a vector space over C. We might write the right
side of (8.2.22) as C ⊗R V , to emphasize what field we are tensoring over.
To illustrate the role of F in the notation A⊗F V , we note that

(8.2.23) C⊗R Cn ≈ C2n, but C⊗C Cn ≈ Cn.

Specializing to the case where V = B is also an algebra over F, we have

(8.2.24) A⊗ B,
which also has the structure of an algebra over F, with product defined by

(8.2.25) (a⊗ b)(a′ ⊗ b′) = (aa′)⊗ (bb′).

In particular, with F = R and A = C, we have for an R-algebra B the
complexification

(8.2.26) BC = C⊗R B.
An example is

(8.2.27) M(n,R)C =M(n,C).

Here is an interesting tensor product computation, which will make an
appearance in Section 8.3:

Proposition 8.2.2. We have H⊗H ≈ L(H), or equivalently

(8.2.28) H⊗H ≈M(4,R),

as algebras over R.
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Proof. We define α : H⊗H → L(H) as follows. For ξ, η, ζ ∈ H, set

(8.2.29) α(ξ ⊗ η)ζ = ξζη.

This extends by linearity to produce a linear map α : H⊗H → L(H). Note
that α(1⊗ 1) = I. We also have

(8.2.30)

α(ξξ′ ⊗ ηη′)ζ = (ξξ′)ζ(ηη′)

= (ξξ′)ζ(η′η)

= ξ(ξ′ζη′)η

= ξ(α(ξ′ ⊗ η′)ζ)η

= α(ξ ⊗ η)α(ξ′ ⊗ η′)ζ,

from which it follows that α is a homomorphism of algebras.

It remains to prove that α is bijective. Since dimH⊗H = dimM(4,R) =
16, it suffices to prove one of the following:

(8.2.31) N (α) = 0, or R(α) = L(H).

Note that N (α) is a two-sided ideal in H ⊗ H and R(α) is a subalgebra of
L(H). It is the case that H⊗H has no proper two-sided ideals (the reader
might try to prove this), which would imply N (α) = 0, but this is not the
route we will take. Instead, we propose to show that R(α) = L(H), via a
path through some other interesting results. �

To start, let β denote the restriction of α to ξ, η ∈ Sp(1), the group of
unit quaternions. Note that

(8.2.32) ξ, η ∈ Sp(1) =⇒ |ξζη| = |ζ|,

so

(8.2.33) β : Sp(1)× Sp(1) −→ SO(4),

and, by (8.2.30), it is a group homomorphism. Clearly if (ξ, η) ∈ Kerβ, then
(taking ζ = 1) we must have ξη = 1, hence η = ξ. Next, (ξ, ξ) ∈ Kerβ If
and only if ξ commutes with each ζ ∈ H. This forces ξ = ±1. Thus

(8.2.34) Kerβ = {(1, 1), (−1,−1)},

so β is a two-to-one map. At this point, it is convenient to have in hand some
basic concepts about Lie groups (such as described in the first few chapters of
[25]). Namely, Sp(1) has dimension 3 (recall from (8.1.27) the identification
of Sp(1) with the 3-sphere S3), and SO(4) has dimension 6. From (8.2.34)
it can be deduced that the range of β in (8.2.33) is a 6-dimensional subgroup
of SO(4). It is also the case that SO(4) is connected, and any 6-dimensional
subgroup must be all of SO(4). Thus β in (8.2.33) is onto. We record this
progress.
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Lemma 8.2.3. The group homomorphism β in (8.2.33) is two-to-one and
onto.

It follows that the range R(α) is a subalgebra of L(R4) that contains
SO(4). The following result finishes off the proof of Proposition 8.2.2.

Lemma 8.2.4. For n ≥ 3, the algebra of linear transformations of Rn

generated by SO(n) is equal to L(Rn).

Proof. Denote this algebra by A, and note that A is actually the linear
span of SO(n). (For n = 2, A is commutative, and the conclusion fails.)
Using the inner product ⟨A,B⟩ = TrAtB on L(Rn), suppose there exists
A ∈ L(Rn) that is orthogonal to A. Then

(8.2.35) Tr(UA) = 0

for all U ∈ SO(n).

For the moment, assume n is odd. Then U ∈ O(n) implies either U or
−U belongs to SO(n), so (G.35) holds for all U ∈ O(n). By Proposition
3.6.2, we can write

(8.2.36) A = KP, K ∈ O(n), P positive semidefinite.

Taking U = K−1 in (8.2.35) yields

(8.2.37) TrP = 0, hence P = 0, hence A = 0.

We hence have Lemma 8.2.4 for n odd. �

In order to produce an argument that works for n ≥ 4 even, we bring in
the following. Let Gm denote the subgroup of SO(m) consisting of rotations
that preserve the cube

Qm = {x ∈ Rm : |xj | ≤ 1, for 1 ≤ j ≤ m}.

The action of an element of Gm is uniquely determined by how it permutes
the vertices of Qm, so Gm is a finite group. Now take

(8.2.38) P =
1

o(Gm)

∑
T∈Gm

T ∈ L(Rm).

Proposition 8.2.5. For m ≥ 2, P = 0.

Proof. Since T ∈ Gm ⇒ T−1 = T t ∈ Gm, we see that

(8.2.39) P = P t.

If we multiply both sides of (8.2.38) on the left by U ∈ Gm, we get the sum
over the same set of terms on the right, so

(8.2.40) UP = P, ∀U ∈ Gm.
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Averaging both sides of (8.2.40) over U ∈ Gm yields

(8.2.41) P 2 = P.

Thus P is an orthogonal projection on Rm, and, by (8.2.40), each vector v
in the range of P satisfies

(8.2.42) Uv = v, ∀U ∈ Gm.

Now the only v ∈ Rm satisfying (8.2.42) is v = 0, so P = 0. �

We return to Lemma 8.2.4, and give a demonstration valid for all n ≥ 3.
To start, note that

(8.2.43) T ∈ Gn−1 =⇒
(
T

1

)
∈ SO(n).

By Proposition 8.2.5, as long as n ≥ 3,

(8.2.44)
1

o(Gn−1)

∑
T∈Gn−1

(
T

1

)
=

(
0

1

)
,

where the upper left 0 is the zero matrix in M(n− 1,R). It follows that the
right side of (8.2.44) (call it P1) belongs to A. Hence

(8.2.45) I − 2P1 =

(
I

−1

)
∈ A,

where the upper left I in the last matrix is the identity inM(n−1,R). This
is an element of O(n) with negative determinant! It follows that O(n) ⊂ A.
From here, the argument involving (8.2.35) (now known to hold for all U ∈
O(n)), proceeding to (8.2.36)–(8.2.37), works, and we have Lemma 8.2.4 for
all n ≥ 3. �

We return to generalities. As we have defined the concept of an algebra
A, it must have the associative property (6.1.6), i.e.,

(8.2.46) u, v, w ∈ A =⇒ u(vw) = (uv)w.

For emphasis, we sometimes call A an associative algebra. This terminology
is apparently redundant, but it is useful in face of the fact that there are
important examples of “non-associative algebras,” which satisfy most of the
properties we require of an algebra, but lack the property (8.2.46). We close
this section with a brief mention of some significant classes of nonassociative
algebras.

Lie algebras
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The paradigm cases of Lie algebras arise as follows. Let V be a vector
space over F. A linear subspace L of L(V ) is a Lie algebra of transformations
on V provided

(8.2.47) A,B ∈ L =⇒ [A,B] ∈ L,

where

(8.2.48) [A,B] = AB −BA.

We define the action ad of L on itself by

(8.2.49) ad(A)B = [A,B].

It is routine to verify that

(8.2.50) ad([A,B]) = ad(A) ad(B)− ad(B) ad(A).

This is equivalent to the identity

(8.2.51) [[A,B], C] = [A, [B,C]]− [B, [A,C]],

for all A,B,C ∈ L(V ). The identity (8.2.50) (or (8.2.51)) is called the Jacobi
identity.

With this in mind, we define a Lie algebra L (over a field F) to be a
vector space over over F, equipped with an F-bilinear map

(8.2.52) λ : L× L −→ L, λ(A,B) = [A,B],

satisfying

(8.2.53) [A,B] = −[B,A],

and the Jacobi identity (8.2.49)–(8.2.50), for all A,B,C ∈ L.

Examples of Lie algebras that are subalgebras of L(V ) include

(8.2.54) Skew(V ) = {T ∈ L(V ) : T ∗ = −T},
where V is a real or complex inner product space (cf. Exercise 8 of §3.3).
Further examples include

(8.2.55) {T ∈ L(V ) : TrT = 0},
when V is a finite dimensional vector space over F,
(8.2.56) {T ∈ L(Fn) : T is upper triangular},
and

(8.2.57) {T ∈ L(Fn) : T is strictly upper triangular}.
A variant of L(V ) with a natural Lie algebra structure is M(n,A), where
A is a commutative, associative algebra that is a finite dimensional vector
space over F.
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It follows from Exercises 5–9 of §3.4 that R3, with the cross product, is
a Lie algebra, isomorphic to Skew(R3).

There are a number of important Lie algebras of differential operators
that arise naturally. We mention one here, namely the 3-dimensional space
of operators on C∞(R) spanned by X1, X2, and X3, where

(8.2.58) X1f(x) = f ′(x), X2f(x) = xf(x), X3f(x) = f(x).

By the Leibniz identity,

(8.2.59) [X1, X2] = X3,

and, obviously,

(8.2.60) [Xj , X3] = 0.

This Lie algebra is isomorphic to the Lie algebra of strictly upper triangular
3× 3 real matrices, spanned by

(8.2.61) Y1 =

0 1 0
0 0 0
0 0 0

 , Y2 =

0 0 0
0 0 1
0 0 0

 , Y3 =

0 0 1
0 0 0
0 0 0

 .

Parallel to (8.2.59)–(8.2.60), we have

(8.2.62) [Y1, Y2] = Y3, [Yj , Y3] = 0.

A result known as Ado’s theorem says that every finite dimensional Lie
algebra is isomorphic to a Lie algebra of matrices. A proof can be found in
[17].

The study of Lie algebras goes hand in hand with the study of Lie groups.
More thorough introductions to this important area can be found in [17] and
in [25].

Jordan algebras

The paradigms for Jordan algebras are the spaces

(8.2.63) Herm(n,F) = {(ajk) ∈M(n,F) : akj = ajk},

for n ≥ 2, with F = R,C, or H, endowed with the product

(8.2.64) A ◦B =
1

2
(AB +BA),

an R-bilinear map Herm(n,F) × Herm(n,F) → Herm(n,F). Note that the
product is commutative (A ◦B = B ◦A), but it is not associative. There is,
however, the following vestige of associativity:

(8.2.65) A ◦ (B ◦A2) = (A ◦B) ◦A2.
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An algebra over R, i.e., a finite dimensional real vector space V with product
given as a bilinear map V ×V → V , that is commutative and satisfies (8.2.65)
is called a Jordan algebra. Another example of a Jordan algebra is

(8.2.66) Herm(3,O),

where O is the space of octonions, introduced in §8.4, again with the product
(8.2.64), where the right side makes use of the product on O. We refer to
[15] and [21] for further material on Jordan algebras, whose introduction
was stimulated by developments in quantum mechanics.
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8.3. Clifford algebras

Let V be a finite dimensional, real vector space and Q : V × V → R a
symmetric bilinear form. The Clifford algebra Cℓ(V,Q) is an associative
algebra, with unit 1, generated by V , and satisfying the anticommutation
relations

(8.3.1) uv + vu = −2Q(u, v) · 1, ∀u, v ∈ V.

Formally, we construct Cℓ(V,Q) as

(8.3.2) Cℓ(V,Q) = ⊗∗V/I,

where ⊗∗V is the tensor algebra:

(8.3.3) ⊗∗V = R⊕ V ⊕ (V ⊗ V )⊕ (V ⊗ V ⊗ V )⊕ · · · ,

and

(8.3.4)

I = two-sided ideal generated by

{u⊗ v + v ⊗ u+ 2Q(u, v)1 : u, v ∈ V }
= two-sided ideal generated by

{ej ⊗ ek + ek ⊗ ej + 2Q(ej , ek)1},

where {ej} is a basis of V . Note that

(8.3.5) Q = 0 =⇒ Cℓ(V,Q) ≈ Λ∗V (the exterior algebra).

Here is a fundamental property of Cℓ(V,Q).

Proposition 8.3.1. Let A be an associative algebra with unit, and let

(8.3.6) M : V −→ A

be a linear map satisfying

(8.3.7) M(u)M(v) +M(v)M(u) = −2Q(u, v)1,

for each u, v ∈ V (or equivalently for all u = ej , v = ek, where {ej} is a
basis of V ). Then M extends to a homomorphism

(8.3.8) M : Cℓ(V,Q) −→ A, M(1) = 1.

Proof. Given (8.3.6), there is a homomorphism M̃ : ⊗∗V → A extending

M , with M̃(1) = 1. The relation (8.3.7) implies M̃ = 0 on I, so it descends
to ⊗∗V/I → A, giving (8.3.8). �

From here on we require Q to be nondegenerate. Thus each Clifford
algebra Cℓ(V,Q) we consider will be isomorphic to one of the following.
Take V = Rn, with standard basis {e1, . . . , en}, take p, q ≥ 0 such that
p + q = n, and take Q(u, v) =

∑
j≤p ujvj −

∑
j>p ujvj , where u =

∑
ujej

and v =
∑
vjej . In such a case, Cℓ(V,Q) is denoted Cℓ(p, q).
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We also define the complexification of Cℓ(V,Q):

(8.3.9) Cℓ(V,Q) = C⊗ Cℓ(V,Q).

(We tensor over R.) Note that taking ej 7→ iej for p + 1 ≤ j ≤ n gives,
whenever p+ q = n,

(8.3.10) Cℓ(p, q) ≈ Cℓ(n, 0), which we denote Cℓ(n).

Use of the anticommutator relations (8.3.1) show that if {e1, . . . , en} is
a basis of V , then each element u ∈ Cℓ(V,Q) can be written in the form

(8.3.11) u =
∑

iν=0 or 1

ai1···ine
i1
1 · · · einn ,

or, equivalently, in the form

(8.3.12) u =

n∑
k=0

∑
j1<···<jk

ãj1···jkej1 · · · ejk .

(By convention the k = 0 summand in (8.3.12) is ã∅ · 1.) In other words, we
see that

(8.3.13) {ej1 · · · ejk : 0 ≤ k ≤ n, j1 < · · · < jk}

spans Cℓ(V,Q). Again, by convention, the subset of (8.3.13) for which k = 0
is {1}. It is very useful to know that the following is true.

Proposition 8.3.2. The set (8.3.13) is a basis of Cℓ(V,Q).

This is true for all Q, but we will restrict attention to nondegenerate
Q. Since we know that (8.3.13) spans, the assertion is that the dimension
of Cℓ(p, q) is 2n when p + q = n. By (8.3.10), it suffices to show this for
Cℓ(n, 0), and we can assume {e1, . . . , en} is the standard orthonormal basis
of Rn Note that the assertion for Q = 0 corresponding to Proposition 8.3.2
is that

(8.3.14) {ej1 ∧ · · · ∧ ejk : 0 ≤ k ≤ n, j1 < · · · < jk} is a basis of Λ∗Rn,

where {e1, . . . , en} is the standard basis of Rn. We will use this in our proof
of Proposition 8.3.2. See §5.3 for a proof of (8.3.14).

Given that (8.3.14) is true, we can define a linear map

(8.3.15) α : Λ∗Rn −→ Cℓ(n, 0)

by α(1) = 1 and

(8.3.16) α(ej1 ∧ · · · ∧ ejk) = ej1 · · · ejk ,

when 1 ≤ j1 < · · · < jk ≤ n. The content of Proposition 8.3.2 is that
α is a linear isomorphism. On the way to proving this, we construct a
representation of Cℓ(n, 0) on Λ∗Rn, of interest in its own right.
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To construct this representation, i.e., homomorphism of algebras

(8.3.17) M : Cℓ(n, 0) −→ L(Λ∗Rn),

we begin with a linear map

(8.3.18) M : Rn −→ L(Λ∗Rn),

defined on the basis {e1, . . . , en} as follows. Define

(8.3.19) ∧j : Λ
kRn −→ Λk+1Rn, ιj : Λ

kRn −→ Λk−1Rn

by

(8.3.20) ∧j(ej1 ∧ · · · ∧ ejk) = ej ∧ ej1 ∧ · · · ∧ ejk ,

and

(8.3.21)

ιj(ej1 ∧ · · · ∧ ejk)

= (−1)ℓ−1ej1 ∧ · · · ∧êjℓ ∧ · · · ∧ ejk if j = jℓ,

0 if j /∈ {j1, . . . , jk}.

Here the symbol êjℓ signifies that ejℓ is removed from the product.

Remark. If Λ∗Rn has the inner product such that (8.3.14) is an orthonormal
basis, then ιj is the adjoint of ∧j .

A calculation (cf. (5.3.52)–(5.3.53)) gives the following anticommutator
relations for these operators:

(8.3.22)

∧j ∧k + ∧k ∧j = 0,

ιjιk + ιkιj = 0,

∧jιk + ιk∧j = δjk.

Now we define M in (8.3.18) by

(8.3.23) M(ej) =Mj = ∧j − ιj .

From (8.3.22) we get

(8.3.24) MjMk +MkMj = −2δjk.

Hence Proposition 8.3.1 applies to give the homomorphism of algebras (8.3.17),
with M(1) = I, the identity operator.

We can now prove Proposition 8.3.2. We define a linear map

(8.3.25) β : Cℓ(n, 0) −→ Λ∗Rn, β(u) =M(u)1.

Recalling the map α from (8.3.15)–(8.3.16), we have

(8.3.26)
β ◦ α(ej1 ∧ · · · ∧ ejk) =M(ej1 · · · ejk)1

=M(ej1) · · ·M(ejk)1.
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Now M(ejk)1 = ejk , M(ejk−1
)ejk = ejk−1

∧ ejk if jk−1 < jk, and inductively
we see that

(8.3.27) j1 < · · · < jk =⇒M(ej1) · · ·M(ejk)1 = ej1 ∧ · · · ∧ ejk .

It follows that α and β are inverses, and that each is a linear isomorphism.
This proves Proposition 8.3.2 (granted (8.3.14)).

We next characterize Cℓ(p, q) for small p and q. For starters, Cℓ(1, 0)
and Cℓ(0, 1) are linear spaces of the form

(8.3.28) {a+ be1 : a, b ∈ R}.

In Cℓ(1, 0), e21 = −1, so

(8.3.29) Cℓ(1, 0) ≈ C, e1 ↔ i.

Meanwhile, in Cℓ(0, 1), e21 = 1, so Cℓ(0, 1) is of the form

(8.3.30)

{αf+ + βf− : α, β ∈ R}

f± =
1± e1

2
⇒ f2± = f±, f+f− = f−f+ = 0,

and we have

(8.3.31) Cℓ(0, 1) ≈ R⊕ R ≈ CR({+,−}),

the space of real valued functions on the two-point set {+,−}.
Next, Cℓ(2, 0), Cℓ(1, 1), and Cℓ(0, 2) are linear spaces of the form

(8.3.32) {a+ be1 + ce2 + de1e2 : a, b, c, d ∈ R}.

In Cℓ(2, 0), e21 = e22 = (e1e2)
2 = −1, and also e2(e1e2) = e1, while (e1e2)e1 =

e2, which are the algebraic relations satisfied by i, j, k in the algebra H of
quaternions, defined in §8.1. Hence

(8.3.33) Cℓ(2, 0) ≈ H = {a+ bi+ cj + dk}.

In Cℓ(0, 2), e21 = e22 = 1, while (e1e2)
2 = −1. Meanwhile e2(e1e2) = −e1

and (e1e2)e1 = −e2, and we have

(8.3.34)

Cℓ(0, 2) ≈ M(2,R)

=
{
aI + b

(
0 1
1 0

)
+ c

(
1 0
0 −1

)
+ d

(
0 −1
1 0

)
: a, b, c, d ∈ R

}
.

It turns out that also

(8.3.35) Cℓ(1, 1) ≈M(2,R).

We leave this to the reader.

Using (8.3.31) and (8.3.34), we find the complexified algebras

(8.3.36) Cℓ(1) ≈ C⊕ C, Cℓ(2) ≈ M(2,C).

These results are special cases of the following:
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Proposition 8.3.3. The complex Clifford algebras Cℓ(n) have the properties

(8.3.37)
Cℓ(2k) ≈ M(2k,C),

Cℓ(2k + 1) ≈ M(2k,C)⊕M(2k,C).

Proposition 8.3.3 follows inductively from (8.3.36) and the following re-
sult.

Proposition 8.3.4. For n ∈ N, we have isomorphisms of algebras

(8.3.38) Cℓ(n+ 2) ≈ Cℓ(n)⊗ Cℓ(2).

In turn, Proposition 8.3.4 follows from:

Proposition 8.3.5. For n ∈ N, we have isomorphisms of algebras

(8.3.39) Cℓ(n, 0)⊗ Cℓ(0, 2) ≈ Cℓ(0, n+ 2).

It remains to prove (8.3.39). To do this, we construct a homomorphism
of algebras

(8.3.40) M : Cℓ(0, n+ 2) −→ Cℓ(n, 0)⊗ Cℓ(0, 2).

Once it is checked that M is onto, a dimension count guarantees it is an
isomorphism.

To produce (8.3.40), we start with a linear map

(8.3.41) M : Rn+2 −→ Cℓ(n, 0)⊗ Cℓ(0, 2),

defined by

(8.3.42)
Mej =Mj = ej ⊗ en+1en+2, 1 ≤ j ≤ n,

Mej =Mj = 1⊗ ej , j = n+ 1, n+ 2.

Here we take {e1, . . . , en} to generate Cℓ(n, 0) and {en+1, en+2} to generate
Cℓ(0, 2). To extend M in (8.3.41) to (8.3.40), we need to establish the
anticommutation relations

(8.3.43) MjMk +MkMj = 2δjk, 1 ≤ j, k ≤ n+ 2.

To get this for 1 ≤ j, k ≤ n, we use the computations

(8.3.44)

(en+1en+2)
2 = −e2n+1e

2
n+2 = −1,

(ej ⊗ en+1en+2)(ek ⊗ en+1en+2)

= ejek ⊗ (en+1en+2)
2 = −ejek ⊗ 1,

which yield

(8.3.45)
1 ≤ j, k ≤ n⇒MjMk +MkMj = −(ejek ⊗ 1 + ekej ⊗ 1)

= 2δjk,
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as desired. Next we have

(8.3.46)

1 ≤ j ≤ n =⇒
MjMn+1 +Mn+1Mj

= (ej ⊗ en+1en+2)(1⊗ en+1) + (1⊗ en+1)(ej ⊗ en+1en+2)

= ej ⊗ en+1en+2en+1 + ej ⊗ en+1en+1en+2

= 0,

since en+1en+2 = −en+2en+1. Similarly one gets MjMn+2 +Mn+2Mj = 0
for 1 ≤ j ≤ n. Next,

(8.3.47) Mn+1Mn+1 = (1⊗ en+1)(1⊗ en+1) = 1⊗ e2n+1 = 1,

and similarly Mn+2Mn+2 = 1. Finally,

(8.3.48)

Mn+1Mn+2 +Mn+2Mn+1

= (1⊗ en+1)(1⊗ en+2) + (1⊗ en+2)(1⊗ en+1)

= 1⊗ (en+1en+2 + en+2en+1)

= 0.

This establishes (8.3.43). Hence, by Proposition 8.3.1, M extends to the
algebra homomorphism (8.3.40) (with M1 = I). It is routine to verify that
the elements on the right side of (8.3.42) generate Cℓ(n, 0) ⊗ Cℓ(0, 2), so
M in (8.3.40) is onto, hence an isomorphism. This completes the proof of
Proposition 8.3.5, hence Propositions 8.3.3–8.3.4.

Remark. The following companions to (8.3.39),

(8.3.49)
Cℓ(0, n)⊗ Cℓ(2, 0) ≈ Cℓ(n+ 2, 0),

Cℓ(p, q)⊗ Cℓ(1, 1) ≈ Cℓ(p+ 1, q + 1),

have essentially the same proof. From (8.3.39) and (8.3.49) it follows that

(8.3.50) Cℓ(n+ 8, 0) ≈ Cℓ(n, 0)⊗ Cℓ(0, 2)⊗ Cℓ(2, 0)⊗ Cℓ(0, 2)⊗ Cℓ(2, 0).

Meanwhile, by (8.3.33)–(8.3.34),

(8.3.51) Cℓ(0, 2)⊗ Cℓ(2, 0) ≈ M(2,R)⊗H.

This, together with the isomorphism (cf. Proposition 8.2.2)

(8.3.52) H⊗H ≈ M(4,R),

leads to

(8.3.53) Cℓ(n+ 8, 0) ≈ Cℓ(n, 0)⊗M(16,R).

See [13] for more details.

Dirac operators
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A major motivation for studying Clifford algebras arises from the con-
nection with a class of first order differential operators known as Dirac op-
erators, which we describe here.

Let V be a real or complex vector space. We define an operator D on
smooth functions on Rn with values in V by

(8.3.54) Du =

n∑
j=1

γj ∂ju, ∂ju =
∂u

∂xj
,

where γj ∈ L(V ) are assumed to satisfy the anticommutation relations

(8.3.55) γjγk + γkγj = −2ηjkI,

where

(8.3.56)

ηjk = 0 if j ̸= k,

1 if j = k ∈ {1, . . . , p},
−1 if j = k ∈ {p+ 1, . . . , n}.

Here we pick p ∈ {0, . . . , n}, so (ηjk) provides an inner product on Rn of
signature (p, q), p = n− p. By Proposition 8.3.1, there is a homomorphism
of algebras

(8.3.57) γ : Cℓ(p, q) −→ L(V )

such that, if {e1, . . . , en} is the standard basis of Rn,

(8.3.58) γ(ej) = γj .

The operator D has the following important property:

(8.3.59)

D2u =

n∑
j,k=1

γjγk∂j∂ku

=
1

2

n∑
j,k=1

(γjγk + γkγj)∂j∂ku

= −
n∑

j,k=1

ηjk ∂j∂ku

= −
p∑

j=1

∂2j u+

n∑
j=p+1

∂2j u.
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In particular,

(8.3.60)

(p, q) = (n, 0) =⇒ D2u = −
n∑

j=1

∂2j u = −∆u,

(p, q) = (0, n) =⇒ D2u =
n∑

j=1

∂2j u = ∆u,

where ∆ is the Laplace operator, acting (componentwise) on V -valued func-
tions on Rn,

(8.3.61) ∆u =

n∑
j=1

∂2j u.

A canonical example of such a Dirac operator arises when

(8.3.62) V = Cℓ(p, q), 0 ≤ p, q ≤ n, p+ q = n,

with γj ∈ L(V ) defined by Clifford multiplication, γj(v) = ejv, where {ej}
is the standard basis of Rn, v ∈ Cℓ(p, q) (alternatively, V = Cℓ(n)). Such an
operator D is called the Clifford Dirac operator, of signature (p, q). In such
a case, one has (H.53) where γj can be taken to be N ×N matrices, where,
by Proposition 8.3.2,

(8.3.63) N = dimCℓ(n) = 2n,

for example,

(8.3.64) n = 3 =⇒ N = 8, n = 4 =⇒ N = 16.

However, there are other vector spaces V , of lower dimension, for which
there are Dirac operators. In particular, by Proposition 8.3.3, one can have
Dirac operators acting on functions with values in CM , where

(8.3.65) M = 2k, if n = 2k or 2k + 1.

For example,

(8.3.66) n = 3 =⇒M = 2, n = 4 =⇒M = 4.

We now give an explicit inductive construction of M × M matrices
γ1, . . . , γn, satisfying anticommutation relations of the form (8.3.55), start-
ing with the trivial case n = 1 (so M = 1):

(8.3.67) α1 = 1.

Here α2
1 = 1; we could multiply by i to get α2

1 = −1. Generally, suppose you
have M ×M matrices α1, . . . , αn, satisfying (8.3.55). We form the following
(2M)× (2M) matrices:

(8.3.68) βj =

(
−αj

αj

)
, 1 ≤ j ≤ n, βn+1 =

(
I

I

)
.
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For 1 ≤ j, k ≤ n, we have

(8.3.69) βjβk =

(
−αjαk

−αjαk

)
,

so

(8.3.70) βjβk + βkβj = −
(
αjαk + αkαj

αjαk + αkαj

)
= 2ηjkI.

Meanwhile, for 1 ≤ j ≤ n,

(8.3.71) βjβn+1 =

(
−αj

αj

)
= −βn+1βj ,

and, of course,

(8.3.72) β2n+1 = I.

We call this construction Method I.

Applying this to (8.3.67) gives

(8.3.73) β1 =

(
−1

1

)
, β2 =

(
1

1

)
,

so (8.3.55) holds with η11 = 1, η22 = −1. Multiplying one or both βj by i
gives other signatures.

We could iterate Method I, producing a triple of 4×4 matrices. However,
according to (8.3.66), we want to look for a triple of 2× 2 matrices.

Again we produce a general construction, which we call Method II. As-
sume that n + 1 is even, and you have matrices βj , 1 ≤ j ≤ n + 1, of the
form (8.3.68), with the same anticommutation relations as Cℓ(p, q), with
p+ q = n+ 1. Now set

(8.3.74)

βn+2 = β1β2 · · ·βn+1

= (−1)(n−1)/2

(
−α1 · · ·αn

α1 · · ·αn

)
.

We have

(8.3.75) β2n+2 =

(
(α1 · · ·αn)

2

(α1 · · ·αn)
2

)
= ±I,

and

(8.3.76) βjβn+2 = −βn+2βj , for 1 ≤ j ≤ n+ 1.

To see (8.3.76), note that pushing βj from the far left, in βjβ1 · · ·βn+1, to
the far right, in β1 · · ·βn+1βj , produces n sign changes, and in the current
setting n is odd.
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Applying Method II (with n+ 1 = 2) to (8.3.73) yields

(8.3.77) β1 =

(
−1

1

)
, β2 =

(
1

1

)
, β3 =

(
−1

1

)
,

which have the same anticommutation relations as Cℓ(1, 2). Multiplying β1
by i and β3 by −1 and reordering, we have the Pauli matrices,

(8.3.78) σ1 =

(
1

1

)
, σ2 =

(
i

−i

)
, σ3 =

(
1

−1

)
,

which have the same anticommutation relations as Cℓ(0, 3).
We now apply Method I to the Pauli matrices (8.3.78), yielding the

following 4× 4 matrices

(8.3.79) γj =

(
−σj

σj

)
, 1 ≤ j ≤ 3, γ4 =

(
I

I

)
.

These are called the Dirac matrices. They have the same anticommutation
relations as Cℓ(3, 1). The associated Dirac operator D satisfies

(8.3.80) D2 =
∂2

∂t2
−∆, t = x4, ∆ = ∂21 + ∂22 + ∂23 .

Solving the initial value problem

(8.3.81) Du = 0, u(x, 0) = f(x),

is equivalent to solving

(8.3.82)
∂2u

∂t2
−∆u = 0, u(x, 0) = f(x), ∂tu(x, 0) = g(x),

where

(8.3.83) g(x) = −γ−1
4

3∑
j=1

γj∂jf(x).

Of course, γ−1
4 = γ4, and, for 1 ≤ j ≤ 3,

(8.3.84) −γ−1
4 γj =

(
−σj

σj

)
.

Methods of solving the “wave equation” (8.3.82) can be found in Chapter 3
of [26].

From here, we can obtain a 5-tuple of 4×4 matrices, via Method II, which
have the same anticommutator relations as Cℓ(p, q), with p+q = 5. We then
alternate the use of Method I and Method II to produce higher dimensional
Clifford algebras of matrices, yielding Dirac operators on smooth vector-
valued functions on Rn, for larger n.
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Exercises

1. Given a Clifford algebra Cℓ(V,Q) (dimV < ∞), and u ∈ Cℓ(V,Q), show
that the power series

etu =

∞∑
k=0

tk

k!
uk

converges for all t ∈ R, defining etu as a smooth function of t with values in
Cℓ(V,Q) satisfying

d

dt
etu = uetu.

2. In the setting of Exercise 1, assume V is an inner product space and
Q(u, u) = |u|2. Show that

u ∈ V =⇒ etu =
(
cos t|u|

)
+

sin t|u|
|u|

u.

Hint. Set Y (t) = etu and show that

Y ′′(t) = −|u|2Y (t), Y (0) = 1, Y ′(0) = u.

Compare this result with Exercise 8 of §8.1.

3. Let σj denote the Pauli matrices:

σ1 =

(
1

1

)
, σ2 =

(
i

−i

)
, σ3 =

(
1

−1

)
.

Show that {iσ1, iσ2, iσ3} have the same anticommutation relations as Cℓ(3, 0).
Using this and Exercise 2, compute

eit(a1σ1+a2σ2+a3σ3), aj ∈ R.
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8.4. Octonions

The set of octonions (also known as Cayley numbers) is a special but in-
triguing example of a nonassociative algebra. This space is

(8.4.1) O = H⊕H,

with product given by

(8.4.2) (α, β) · (γ, δ) = (αγ − δβ, δα+ βγ), α, β, γ, δ ∈ H,

with conjugation δ 7→ δ on H defined as in §8.1. We mention that, with
H = C ⊕ C, the product in H is also given by (8.4.2), with α, β, γ, δ ∈ C.
Furthermore, with C = R ⊕ R, the product in C is given by (8.4.2), with
α, β, γ, δ ∈ R. In the setting of O = H⊕H, the product in (8.4.2) is clearly
R-bilinear, but it is neither commutative nor associative. However, it does
retain a vestige of associativity, namely

(8.4.3) x(yz) = (xy)z whenever any two of x, y, z ∈ O coincide.

We define a conjugation on O:

(8.4.4) x = (α, β) =⇒ x = (α,−β).

We set Rex = (x + x)/2 = (Reα, 0). Note that a = Rex lies in the
center of O (i.e., commutes with each element of O), and x = 2a − x. It is
straightforward to check that

(8.4.5) x, y ∈ O =⇒ Rexy = Re yx.

We have a decomposition

(8.4.6) x = a+ u, a = Rex, u = x− Rex = Imx,

parallel to (8.1.4). Again we call u the vector part of x, and we say that
u ∈ Im(O). If also y = b+ v, then

(8.4.7) xy = ab+ av + bu+ uv,

with a similar formula for yx, yielding

(8.4.8) xy − yx = uv − vu.

We now define the inner product

(8.4.9) ⟨x, y⟩ = Re(xy), x, y ∈ O.

To check symmetry, note that if x = a+ u, y = b+ v,

(8.4.10) ⟨x, y⟩ = ab− Re(uv),

and (8.4.5) then implies

(8.4.11) ⟨x, y⟩ = ⟨y, x⟩.
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In fact, (8.4.9) yields the standard Euclidean inner product on O ≈ R8, with

square norm |x|2 =
√

⟨x, x⟩. We have

(8.4.12) x = (α, β) =⇒ xx = (αα+ ββ, 0) = (|x|2, 0).
As a consequence, we see that

(8.4.13) x ∈ O, x ̸= 0, y = |x|−2x =⇒ xy = yx = 1,

where 1 = (1, 0) is the multiplicative unit in O.

Returning to conjugation on O, we have, parallel to (8.1.19),

(8.4.14) x, y ∈ O =⇒ xy = y x,

via a calculation using the definition (8.4.2) of the product. Using the de-
composition x = a + u, y = b + v, this is equivalent to uv = vu, and since
uv = 2Re(uv)− uv = −2⟨u, v⟩ − uv, this is equivalent to

(8.4.15) u, v ∈ Im(O) =⇒ uv + vu = −2⟨u, v⟩.
In turn, (8.4.15) follows from expanding (u+v)(u+v) and using w2 = −|w|2
for w ∈ Im(O), with w = u, v, and u+v. In light of (8.4.15), we can perceive
a Clifford algebra action arising, via Proposition 8.3.1, but we will not dwell
on this here. (Proposition 8.4.3 would also be needed.) We next establish
the following parallel to (8.1.21).

Proposition 8.4.1. Given x, y ∈ O,

(8.4.16) |xy| = |x| |y|.

Proof. To begin, we bring in the following variant of (8.4.3),

(8.4.17) x, y ∈ O =⇒ (xy)(yx) = ((xy)y)x,

which can be verified from the definition (8.4.2) of the product. Taking into
account x = 2a− x, y = 2b− y, and (8.4.14), we have

(8.4.18)
(xy)(xy) = (xy)(y x) = ((xy)y)x

= (x|y|2)x = |x|2|y|2,

which gives (8.4.16), since |xy|2 = (xy)(xy). �

Continuing to pursue parallels with §8.1, we define a cross product on
Im(O) as follows. Given u, v ∈ Im(O), set

(8.4.19) u× v =
1

2
(uv − vu).

By (8.4.5), this is an element of Im(O). Also, if x = a+ u, y = b+ v,

(8.4.20) xy − yx = 2u× v.

Compare (8.1.6). Putting together (8.4.15) and (8.4.19), we have

(8.4.21) uv = −⟨u, v⟩+ u× v, u, v ∈ Im(O).
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Hence

(8.4.22) |uv|2 = |⟨u, v⟩|2 + |u× v|2.

Now (8.4.16) implies |uv|2 = |u|2|v|2, and of course ⟨u, v⟩ = |u| |v| cos θ,
where θ is the angle between u and v. Hence, parallel to (8.1.26),

(8.4.23) |u× v|2 = |u|2|v|2| sin θ|2, ∀u, v ∈ Im(O).

We have the following complement.

Proposition 8.4.2. If u, v ∈ Im(O), then

(8.4.24) w = u× v =⇒ ⟨w, u⟩ = ⟨w, v⟩ = 0.

Proof. We know that w ∈ Im(O). Hence, by (8.4.21),

(8.4.25)
⟨w, v⟩ = ⟨uv, v⟩ = Re((uv)v)

= Re(u(vv)) = |v|2Reu = 0,

the third identity by (8.4.3) (applicable since v = −v). The proof that
⟨w, u⟩ = 0 is similar. �

Returning to basic observations about the product (8.4.2), we note that
it is uniquely determined as the R-bilinear map O×O → O satisfying

(8.4.26)
(α, 0) · (γ, 0) = (αγ, 0), (0, β) · (γ, 0) = (0, βγ),

(α, 0) · (0, δ) = (0, δα), (0, β) · (0, δ) = (−δβ, 0),

for α, β, γ, δ ∈ H. In particular, H ⊕ 0 is a subalgebra of O, isomorphic to
H. As we will see, O has lots of subalgebras isomorphic to H. First, let us
label the “standard” basis of O as

(8.4.27)
1 = (1, 0), e1 = (i, 0), e2 = (j, 0), e3 = (k, 0),

f0 = (0, 1), f1 = (0, i), f2 = (0, j), f3 = (0, k),

and describe the associated multiplication table. The mutiplication table for
1, e1, e2, e3 is the same as (8.1.2)–(8.1.3), of course. We also have f2ℓ = −1
and all the distinct eℓ and fm anticommute. These results are special cases
of the fact that

(8.4.28) u, v ∈ Im(O), |u| = 1, ⟨u, v⟩ = 0 =⇒ u2 = −1 and uv = −vu,

which is a consequence of (8.4.15).

To proceed with the multiplication table for O, note that (8.4.26) gives

(8.4.29) (α, 0)f0 = (0, α),

so

(8.4.30) eℓf0 = fℓ, 1 ≤ ℓ ≤ 3.
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By (8.4.28), f0eℓ = −fℓ. Using the notation ε1 = i, ε2 = j, ε3 = k ∈ H, we
have

(8.4.31) eℓfm = (εℓ, 0) · (0, εm) = (0, εmεℓ), 1 ≤ ℓ,m ≤ 3,

and the multiplication table (8.1.2)–(8.1.3) gives the result as −f0 if ℓ = m,
and ±fµ if ℓ ̸= m, where {ℓ,m, µ} = {1, 2, 3}. Again by (I.28), fmeℓ =
−eℓfm. To complete the multiplication table, we have

(8.4.32) f0fm = (0, 1) · (0, εm) = (εm, 0) = em, 1 ≤ m ≤ 3,

and

(8.4.33) fℓfm = (0, εℓ) · (0, εm) = (εmεℓ, 0) = emeℓ, 1 ≤ ℓ,m ≤ 3.

The following is a succinct summary of the results described above on
the multiplication table for O. In each row listed in (8.4.34), consisting of
three elements (say uj), Span{1, u1, u2, u3} is an algebra, isomorphic to H
under i 7→ u1, j 7→ u2, k 7→ u3.

(8.4.34)

i j k

e1 e2 e3

eℓ f0 fℓ

f1 e3 f2

f2 e1 f3

f3 e2 f1

Following [5], we depict in Figure 8.4.1 a diagram of this multiplication
table. In each case, one has a triple recorded in (8.4.34), lying along a line
(or a circle), equipped with an arrow indicating the appropriate order.

We turn to the task of constructing subalgebras of O. To start, pick

(8.4.35) u1 ∈ Im(O), such that |u1| = 1.

By (8.4.28), u21 = −1, and we have the subalgebra of O,

(8.4.36) Span{1, u1} ≈ C.

To proceed, pick

(8.4.37) u2 ∈ Im(O), such that |u2| = 1 and ⟨u1, u2⟩ = 0,

and set

(8.4.38) u3 = u1u2.

By (8.4.28),

(8.4.39) u22 = −1, and u2u1 = −u1u2 = −u3.
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Figure 8.4.1. Multiplication table schematic for O

Note that

(8.4.40) Reu3 = Re(u1u2) = −⟨u1, u2⟩ = 0.

Also, by (8.4.16), |u3| = 1, so

(8.4.41) 1 = u3u3 = −u23.

Furthermore, by (8.4.3),

(8.4.42)
u1u3 = u1(u1u2) = (u1u1)u2 = −u2, and

u3u2 = (u1u2)u2 = u1(u2u2) = −u1.

Let us also note that

(8.4.43) u3 = u1 × u2.

Hence, by Proposition 8.4.2,

(8.4.44) ⟨u3, u1⟩ = ⟨u3, u2⟩ = 0,

and, again by (8.4.28), u3u1 = −u1u3 and u2u3 = −u3u2. Thus we have for
each such choice of u1 and u2 a subalgebra of O,

(8.4.45) Span{1, u1, u2, u3} ≈ H.
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At this point we can make the following observation.

Proposition 8.4.3. Given any two elements x1, x2 ∈ O, the algebra A
generated by 1, x1, and x2 is isomorphic to either R,C, or H. In particular,
it is associative.

Proof. Consider V = Span{1, x1, x2}. If dimV = 1, then A ≈ R. If
dimV = 2, the argument yielding (8.4.36) gives A ≈ C. If dimV = 3,
then Imx1 and Imx2 are linearly independent. We can pick orthonormal
elements u1 and u2 in their span. Then A is the algebra generated by 1, u1,
and u2, and the analysis (8.4.35)–(8.4.45) gives A ≈ H. �

The last assertion of Proposition 8.4.3 contains (8.4.3) and (8.4.17) as
special cases. The failure of O to be associative is clearly illustrated by
(8.4.31), which implies

(8.4.46) eℓ(emf0) = (emeℓ)f0, for 1 ≤ ℓ,m ≤ 3,

so

(8.4.47) eℓ(emf0) = −(eℓem)f0, if ℓ ̸= m.

Bringing in also (8.4.33) yields

(8.4.48) fℓ(emf0) = emeℓ, while (fℓem)f0 = eℓem.

We next explore how the subalgebra

(8.4.49) A = Span{1, u1, u2, u3},
from (I.44), interacts with its orthogonal complement A⊥. Pick

(8.4.50) v0 ∈ A⊥, |v0| = 1.

Note that v0 ∈ ℑ(O). Taking a cue from (8.4.30), we set

(8.4.51) vℓ = uℓv0, 1 ≤ ℓ ≤ 3.

Note that ℜvℓ = −⟨uℓ, v0⟩ = 0, so vℓ ∈ ℑ(O). We claim that

(8.4.52) {v0, v1, v2, v3} is an orthonormal set in O.

To show this, we bring in the following operators. Given x ∈ O, define the
R-linear maps

(8.4.53) Lx, Rx : O −→ O, Lxy = xy, Rxy = yx.

By (I.16), for y ∈ O,

(8.4.54) |x| = 1 =⇒ |Lxy| = |Rxy| = |y|.
Hence Lx and Rx are orthogonal transformations. Since the unit sphere in
O is connected, detLx and detRx are ≡ 1 for such x, so

(8.4.55) |x| = 1 =⇒ Lx, Rx ∈ SO(O).
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Hence Rv0 ∈ SO(O). Since

(8.4.56) v0 = Rv01, vℓ = Rv0uℓ for 1 ≤ ℓ ≤ 3,

we have (8.4.52). We next claim that

(8.4.57) vℓ ⊥ um, ∀ ℓ,m ∈ {1, 2, 3}.
In fact, since Luℓ

∈ SO(O),

(8.4.58)
⟨vℓ, um⟩ = ⟨uℓv0, um⟩ = ⟨uℓ(uℓv0), uℓum⟩

= ⟨(uℓuℓ)v0, uℓum⟩ = −⟨v0, uℓum⟩ = 0,

the third identity by (8.4.3).

It follows that

(8.4.59) A⊥ = Span{v0, v1, v2, v3}.
Consequently

(8.4.60) {1, u1, u2, u3, v0, v1, v2, v3} is an orthonormal basis of O.

Results above imply that

(8.4.61) Rv0 : A ≈−→ A⊥.

Such an argument applies to any unit length v ⊥ A. Consequently

(8.4.62) x ∈ A, y ∈ A⊥ =⇒ xy ∈ A⊥.

Noting that if also x ∈ Im(O) then xy = −yx, we readily deduce that

(8.4.63) x ∈ A, y ∈ A⊥ =⇒ yx ∈ A⊥.

Furthermore, since |x| = 1 ⇒ Lx, Rx ∈ SO(O), we have

(8.4.64) x ∈ A⊥ =⇒ Lx, Rx : A⊥ −→ A,
hence

(8.4.65) x, y ∈ A⊥ =⇒ xy ∈ A.
Note that for the special case

(8.4.66) H = H⊕ 0, H⊥ = 0⊕H,

the results (8.4.62)–(8.4.65) follow immediately from (8.4.26).

We have the following important result about the correspondence be-
tween the bases (8.4.27) and (8.4.60) of O.

Proposition 8.4.4. Let uℓ, vℓ ∈ Im(O) be given as in (8.4.49)–(8.4.51).
Then the orthogonal transformation K : O → O, defined by

(8.4.67) K1 = 1, Keℓ = uℓ, Kfℓ = vℓ,

preserves the product on O:

(8.4.68) K(xy) = K(x)K(y), ∀x, y ∈ O.
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That is to say, K is an automorphism of O.

Proof. What we need to show is that {u1, u2, u3, v0, v1, v2, v3} has the same
multiplication table as {e1, e2, e3, f0, f1, f2, f3}. That products involving
only {uℓ} have such behavior follows from the arguments leading to (8.4.45).
That eℓf0 = fℓ is paralleled by uℓv0 = vℓ, for 1 ≤ ℓ ≤ 3, is the definition
(8.4.51). It remains to show that the products uℓvm and vℓvm mirror the
products eℓfm and fℓfm, as given in (8.4.31)–(8.4.33).

First, we have, for 1 ≤ m ≤ 3,

(8.4.69) v0vm = −vmv0 = −(umv0)v0 = −um(v0v0) = um,

mirroring (8.4.32). Mirroring the case ℓ = m of (8.4.31), we have

(8.4.70) uℓvℓ = uℓ(uℓv0) = (uℓuℓ)v0 = −v0.

The analogue of (8.4.31) for ℓ = m is simple, thanks to (8.4.15):

(8.4.71) vℓvℓ = −1.

It remains to establish the following:

(8.4.72) uℓvm = (umuℓ)v0, vℓvm = umuℓ, for 1 ≤ ℓ,m ≤ 3, ℓ ̸= m.

Expanded out, the required identities are

(8.4.73) uℓ(umv0) = (umuℓ)v0, 1 ≤ ℓ,m ≤ 3, ℓ ̸= m,

and

(8.4.74) (uℓv0)(umv0) = umuℓ, 1 ≤ ℓ,m ≤ 3, ℓ ̸= m.

�

Such identities as (8.4.73)–(8.4.74) are closely related to an important
class of identities known as “Moufang identities,” which we now introduce.

Proposition 8.4.5. Given x, y, z ∈ O,

(8.4.75) (xyx)z = x(y(xz)), z(xyx) = ((zx)y)x,

and

(8.4.76) (xy)(zx) = x(yz)x.

Regarding the paucity of parentheses here, we use the notation xwx to
mean

(8.4.77) xwx = (xw)x = x(wx),

the last identity by (8.4.3). Note also that the two identities in (8.4.75) are
equivalent, respectively, to

(8.4.78) Lxyx = LxLyLx, and Rxyx = RxRyRx.
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A proof of Proposition 8.4.5 will be given later in this section. We now show
how (8.4.75)–(8.4.76) can be used to establish (8.4.73)–(8.4.74).

We start with (8.4.74), which is equivalent to

(8.4.79) (v0uℓ)(umv0) = uℓum.

In this case, (8.4.76) yields

(8.4.80)

(v0uℓ)(umv0) = v0(uℓum)v0

= −(uℓum)v0v0 (if ℓ ̸= m)

= uℓum,

via a couple of applications of (8.4.15). This gives (8.4.74).

Moving on, applying Lv0 , we see that (8.4.73) is equivalent to

(8.4.81) v0(uℓ(umv0)) = v0(umuℓ)v0,

hence to

(8.4.82) v0(uℓ(v0um)) = v0(uℓum)v0.

Now the first identity in (8.4.75) implies that the left side of (8.4.82) is equal
to

(8.4.83) (v0uℓv0)um = uℓum,

the latter identity because v0uℓv0 = −uℓv0v0 = uℓ. On the other hand, if
ℓ ̸= m, then

(8.4.84) v0(uℓum)v0 = −(uℓum)v0v0 = uℓum,

agreeing with the right side of (8.4.83). Thus we have (8.4.82), hence
(8.4.73).

Rather than concluding that Proposition 8.4.4 is now proved, we must
reveal that the proof of Proposition 8.4.5 given below actually uses Propo-
sition 8.4.4. Therefore, it is necessary to produce an alternative endgame to
the proof of Proposition 8.4.4.

We begin by noting that the approach to the proof of Proposition 8.4.4
described above uses the identities (8.4.75)–(8.4.76) with

(8.4.85) x = v0, y = uℓ, z = um, ℓ ≠ m,

hence xy = −vℓ, zx = vm, yz = ±uh, {h, ℓ,m} = {1, 2, 3}. Thus the appli-
cation of the first identity of (8.4.75) in (8.4.83) is justified by the following
special case of (8.4.78):

Proposition 8.4.6. If {u, v} ∈ Im(O) is an orthonormal set, then

(8.4.86) Luvu = Lv = LuLvLu.
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Proof. Under these hypotheses, u2 = −1 and uv = −vu. Bringing in
(8.4.3), we have

(8.4.87) uvu = −u2v = v,

which gives the first identity in (8.4.86). We also have

(8.4.88) a ∈ Im(O) =⇒ L2
a = La2 = −|a|2I,

the first identity by (8.4.3). Thus

(8.4.89)
−2I = L2

(u+v) = (Lu + Lv)(Lu + Lv)

= L2
u + L2

v + LuLv + LvLu,

so

(8.4.90) LuLv = −LvLu,

and hence

(8.4.91) LuLvLu = −LvL
2
u = Lv,

giving the second identity in (8.4.86). �

As for the application of (8.4.76) to (8.4.80), we need the special case

(8.4.92) (uv)(wu) = u(vw)u,

for u = v0, v = uℓ, w = um, ℓ ̸= m, 1 ≤ ℓ,m ≤ 3 (so uv = −vℓ), in which
cases

(8.4.93) {u, v, w, uv}, {u, vw} ⊂ Im(O), are orthonormal sets.

In such a case, u(vw)u = −(vw)u2 = vw, so it suffices to show that

(8.4.94) (uv)(wu) = vw,

for

(8.4.95) {u, v, w, uv} ⊂ Im(O), orthonormal.

When (8.4.95) holds, we say {u, v, w} is a Cayley triangle. The following
takes care of our needs.

Proposition 8.4.7. Assume {u, v, w} is a Cayley triangle. Then

(8.4.96) v(uw) = −(vu)w,

(8.4.97) ⟨uv, uw⟩ = 0, so {u, v, uw} is a Cayley triangle,

and (8.4.94) holds.
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Proof. To start, the hypotheses imply

(8.4.98) vu = −uv, vw = −wv, uw = −wu, (vu)w = −w(vu),

so

(8.4.99)

v(uw) + (vu)w = −v(wu)− w(vu)

= (v2 + w2)u− (v + w)(vu+ wu)

= (v + w)2u− (v + w)((v + w)u)

= 0,

and we have (8.4.96). Next,

(8.4.100) ⟨uv, uw⟩ = ⟨Luv, Luw⟩ = ⟨u,w⟩ = 0,

since Lu ∈ SO(O). Thus {u, v, uw} is a Cayley triangle. Applying (8.4.96)
to this Cayley triangle (and bringing in (8.4.3)) then gives

(8.4.101)

(vu)(uw) = −v(u(uw))
= −v(u2w)
= vw,

yielding (8.4.94). �

At this point, we have a complete proof of Proposition 8.4.4.

The automorphism group of O

The set of automorphisms of O is denoted Aut(O). Note that Aut(O)
is a group, i.e.,

(8.4.102) Kj ∈ Aut(O) =⇒ K1K2, K
−1
j ∈ Aut(O).

Clearly K ∈ Aut(O) ⇒ K1 = 1. The following result will allow us to
establish a converse to Proposition 8.4.4.

Proposition 8.4.8. Assume K ∈ Aut(O). Then

(8.4.103) K : Im(O) −→ Im(O).

Consequently

(8.4.104) Kx = Kx, ∀x ∈ O,

and

(8.4.105) |Kx| = |x|, ∀x ∈ O,

so K : O → O is an orthogonal transformation.
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Proof. To start, we note that, given x ∈ O, x2 is real if and only if either
x is real or x ∈ Im(O). Now, given u ∈ Im(O),

(8.4.106) (Ku)2 = K(u2) = −|u|2K1 = −|u|2 (real),

so either Ku ∈ Im(O) or Ku = a is real. In the latter case, we have
K(a−1u) = 1, so a−1u = 1, so u = a, contradicting the hypothesis that
u ∈ Im(O). This gives (8.4.103). The result (8.4.104) is an immediate
consequence. Thus, for x ∈ O,

(8.4.107) |Kx|2 = (Kx)(Kx) = (Kx)(Kx) = K(xx) = |x|2,
giving (8.4.105). �

Now, given K ∈ Aut(O), define u1, u2, and v0 by

(8.4.108) u1 = Ke1, u2 = Ke2, v0 = Kf0.

By Proposition 8.4.8, these are orthonormal elements of Im(O). Also, A =
K(H), spanned by 1, u1, u2, and u1u2 = u1 × u2, is a subalgebra of O, and
v0 ∈ A⊥. These observations, together with Proposition 8.4.4, yield the
following.

Proposition 8.4.9. The formulas (8.4.108) provide a one-to-one correspon-
dence between the set of automorphisms of O and

(8.4.109)

the set of ordered orthonormal triples (u1, u2, v0) in Im(O)

such that v0 is also orthogonal to u1 × u2, that is,

the set of Cayley triangles in Im(O).

It can be deduced from (8.4.109) that Aut(O) is a Lie group of dimension
14.

We return to the Moufang identities and use the results on Aut(O)
established above to prove them.

Proof of Proposition 8.4.5. Consider the first identity in (8.4.75), i.e.,

(8.4.110) (xyx)z = x(y(xz)), ∀x, y, z ∈ O.

We begin with a few simple observations. First, (8.4.110) is clearly true if any
one of x, y, z is scalar, or if any two of them coincide (thanks to Proposition
8.4.3). Also, both sides of (8.4.110) are linear in y and in z. Thus, it suffices
to treat (8.4.110) for y, z ∈ Im(O). Meanwhile, multiplying by a real number
and applying an element of Aut(O), we can assume x = a + e1, for some
a ∈ R.

To proceed, (8.4.110) is clear for y ∈ Span(1, x), so, using the linearity in
y, and applying Proposition 8.4.9 again, we can arrange that y = e2. Given
this, (8.4.110) is clear for z ∈ H = Span(1, e2, e2, e3 = e1e2). Thus, using
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linearity of (8.4.110) in z, it suffices to treat z ∈ H⊥, and again applying an
element of Aut(O), we can assume z = f1.

At this point, we have reduced the task of proving (8.4.110) to checking
it for

(8.4.111) x = a+ e1, y = e2, z = f1, a ∈ R,

and this is straightforward. Similar arguments applied to the second iden-
tity in (8.4.75), and to (8.4.76), reduce their proofs to a check in the case
(8.4.111). �

We next look at some interesting subgroups of Aut(O). Taking Sp(1) to
be the group of unit quaternions, as in (8.1.27), we have group homomor-
phisms

(8.4.112) α, β : Sp(1) −→ Aut(O),

given by

(8.4.113)
α(ξ)(ζ, η) = (ξζξ, ξηξ),

β(ξ)(ζ, η) = (ζ, ξη),

where ζ, η ∈ H define (ζ, η) ∈ O. As in (8.1.33)–(8.1.39), for ξ ∈ Sp(1),
π(ξ)ζ = ξζξ gives an automorphism of H, and it commutes with conjuga-
tion in H, so the fact that α(ξ) is an automorphism of O follows from the
definition (8.4.2) of the product in O. The fact that β(ξ) is an automorphism
of O also follows directly from (8.4.2). Parallel to (8.1.37),

(8.4.114) Kerα = {±1} ⊂ Sp(1),

so the image of Sp(1) under α is a subgroup of Aut(O) isomorphic to SO(3).
Clearly β is one-to-one, so it yields a subgroup of Aut(O) isomorphic to
Sp(1).

These two subgroups of Aut(O) do not commute with each other. In
fact, we have, for ξj ∈ Sp(1), (ζ, η) ∈ O,

(8.4.115)
α(ξ1)β(ξ2)(ζ, η) = (ξ1ζξ1, ξ1ξ2ηξ1),

β(ξ2)α(ξ1)(ζ, η) = (ξ1ζξ1, ξ2ξ1ηξ1).

Note that, since ξ2ξ1 = ξ1(ξ1ξ2ξ1),

(8.4.116) β(ξ2)α(ξ1) = α(ξ1)β(ξ1ξ2ξ1).

It follows that

(8.4.117) GH = {α(ξ1)β(ξ2) : ξj ∈ Sp(1)}

is a subgroup of Aut(O). It is clear from (8.4.113) that each automorphism
α(ξ1), β(ξ2), and hence each element of GH, preserves H (and also H⊥). The
converse also holds:
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Proposition 8.4.10. The group GH is the group of all automorphisms of
O that preserve H.

Proof. Indeed, suppose K ∈ Aut(O) preserves H. Then K|H is an au-
tomorphism of H ≈ H. Arguments in the paragraph containing (8.1.38)–
(8.1.41) imply that there exists ξ1 ∈ Sp(1) such that K|H = α(ξ1)|H, so
K0 = α(ξ1)

−1K ∈ Aut(O) is the identity on H. Now K0f1 = (0, ξ2) for
some ξ2 ∈ Sp(1), and it then follows from Proposition I.7 that K0 = β(ξ2).
Hence K = α(ξ1)β(ξ2), as desired. �

For another perspective on GH, we bring in

(8.4.118) α̃ : Sp(1) −→ Aut(O), α̃(ξ) = β(ξ)α(ξ).

Note that

(8.4.119) α̃(ξ)(ζ, η) = (ξζξ, ηξ),

so α̃ is a group homomorphism. Another easy consequence of (8.4.119) is
that α̃(ξ1) and β(ξ2) commute, for each ξj ∈ Sp(1). We have a surjective
group homomorphism

(8.4.120) α̃× β : Sp(1)× Sp(1) −→ GH.

Note that Ker(α̃ × β) = {(1, 1), (−1,−1)}, with 1 denoting the unit in H.
Comparison with (8.2.33)–(8.2.34) and Lemma 8.2.3 gives

(8.4.121) GH ≈ SO(4).

We now take a look at one-parameter families of automorphisms of O,
of the form

(8.4.122) K(t) = etA, A ∈ L(O),

where etA is the matrix exponential, introduced in §3.7. To see when such
linear transformations on O are automorphisms, we differentiate the identity

(8.4.123) K(t)(xy) = (K(t)x)(K(t)y), x, y ∈ O,

obtaining

(8.4.124) A(xy) = (Ax)y + x(Ay), x, y ∈ O.

When (8.4.124) holds, we say

(8.4.125) A ∈ Der(O).

Proposition 8.4.11. Given A ∈ L(O), etA ∈ Aut(O) for all t ∈ R if and
only if A ∈ Der(O).
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Proof. The implication⇒ was established above. For the converse, suppose
A satisfies (8.4.124). Take x, y ∈ O, and set

(8.4.126) X(t) = (etAx)(etAy).

Applying d/dt gives

(8.4.127)

dX

dt
= (AetAx)(etAy) + (etAx)(AetAy)

= A
(
(etAx)(etAy)

)
= AX(t),

the second identity by (8.4.124). Since X(0) = xy, it follows from the
uniqueness argument in (3.7.11)–(3.7.16) that

(8.4.128) X(t) = etA(xy),

so indeed etA ∈ Aut(O). �

The set Der(O) has the following structure.

Proposition 8.4.12. Der(O) is a linear subspace of L(O) satisfying

(8.4.129) A,B ∈ Der(O) =⇒ [A,B] ∈ Der(O),

where [A,B] = AB −BA. That is, Der(O) is a Lie algebra.

Proof. That Der(O) is a linear space is clear from the defining property
(8.4.124). Furthermore, if A,B ∈ Der(O), then, for all x, y ∈ O,

(8.4.130)
AB(xy) = A((Bx)y) +A(x(By))

= (ABx)y + (Bx)(Ay) + (Ax)(By) + x(ABy),

and similarly

(8.4.131) BA(xy) = (BAx)y + (Ax)(By) + (Bx)(Ay) + x(BAy),

so

(8.4.132) [A,B](xy) = ([A,B]x)y + x([A,B]y),

and we have (8.4.129). �

By Proposition 8.4.8, if A ∈ Der(O), then etA is an orthogonal transfor-
mation for each t ∈ R. As in Exercise 9 of §3.7, we have

(8.4.133) (etA)∗ = etA
∗
,

so

(I.128) A ∈ Der(O) =⇒ A∗ = −A,

i.e., A is skew-adjoint. It is clear that

(8.4.134) A ∈ Der(O) =⇒ A : Im(O) → Im(O),
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and since Im(O) is odd dimensional, the structural result Proposition 3.3.4
implies

(8.4.135) A ∈ Der(O) =⇒ N (A) ∩ Im(O) ̸= 0.

As long as A ̸= 0, we can also deduce from Proposition 3.3.4 that Im(O) con-
tains a two-dimensional subspace with orthonormal basis {u1, u2}, invariant
under A, and with repect to which A is represented by a 2× 2 block

(8.4.136)

(
0 −λ
λ 0

)
.

Then, by (I.118),

(8.4.137)

A(u1u2) = (Au1)u2 + u1(Au2)

= λu22 − λu21

= 0,

so u1u2 = u1×u2 ∈ N (A)∩Im(O). As in (8.4.37)–(8.4.45), Span{1, u1, u2, u3 =
u1u2} = A is a subalgebra of O isomorphic to H. We see that A preserves
A, so the associated one-parameter group of automorphisms etA preserves
A.

Using Proposition 8.4.9, we can pick K ∈ Aut(O) taking A to H, and
deduce the following.

Proposition 8.4.13. Given A ∈ Der(O), there exists K ∈ Aut(O) such
that

(8.4.138) KetAK−1 ∈ GH, ∀ t ∈ R.

Note that then

(8.4.139) KetAK−1 = etÃ, Ã = KAK−1 ∈ Der(O),

and (8.4.138) is equivalent to

(8.4.140) Ã : H −→ H, Ã ∈ Der(O),

which also entails Ã : H⊥ → H⊥, since Ã is skew-adjoint. When (8.4.140)
holds, we say

(8.4.141) Ã ∈ DH.

Going further, suppose we have d commuting elements of Der(O):

(8.4.142) Aj ∈ Der(O), AjAk = AkAj , j, k ∈ {1, . . . , d}.

A modification of the arguments leading to Proposition 3.3.4 yields a two-
dimensional subspace of Im(O), with orthonormal basis {u1, u2}, invariant
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under each Aj , with respect to which each Aj is represented by a 2×2 block
as in (8.4.136), with λ replaced by λj (possibly 0). As in (8.4.137),

(8.4.143) Aj(u1u2) = 0, 1 ≤ j ≤ d,

so each Aj preserves A = Span{1, u1, u2, u3 = u1u2}, and so does each one-
parameter group of automorphisms etAj . Bringing in K ∈ Aut(O), taking
A to H, we have the following variant of Proposition 8.4.13.

Proposition 8.4.14. Given commuting Aj ∈ Der(O), 1 ≤ j ≤ d, there
exists K ∈ Aut(O) such that

(8.4.144) KetAjK−1 ∈ GH, ∀ t ∈ R, j ∈ {1, . . . , d}.

As a consequence, we have

(8.4.145) Ãj = KAjK
−1 ∈ DH, ÃjÃk = ÃkÃj , 1 ≤ j, k ≤ d.

Consequently, etÃj are mutually commuting one-parameter subgroups of
GH, i.e.,

(8.4.146) etjÃj ∈ GH, etjÃjetkÃk = etkÃketjÃj , 1 ≤ j, k ≤ d.

One can produce pairs of such commuting groups, as follows. Take

(8.4.147) α̃(ξ1(t1)), β(ξ2(t2)) ∈ GH,

with β as in (8.4.112)–(8.4.113), α̃ as in (8.4.118)–(8.4.119), and ξν(t) one-
parameter subgroups of Sp(1), for example

(8.4.148) ξν(t) = etων , ων ∈ Im(H) = Span{i, j, k}.

The exponential etων is amenable to a treatment parallel to that given in §3.7,
as seen in exercises at the end of §8.1. Mutual commutativity in (8.4.147)
follows from the general mutual commutativity of α̃ and β. The following
important structural information on Aut(O) says d = 2 is as high as one
can go.

Proposition 8.4.15. If Aj ∈ Der(O) are mutually commuting, for j ∈
{1, . . . , d}, and if {Aj} is linearly independent in L(O), then d ≤ 2.

Proof. To start, we obtain from Aj the mutually commuting one-parameter
groups KetAjK−1, subgroups of GH. Taking inverse images under the two-
to-one surjective homomorphism (8.4.120), we get mutually commuting one-
parameter subgroups γj(t) of Sp(1)× Sp(1), which can be written

(8.4.149) γj(t) =

(
eωjt

eσjt

)
, ωj , σj ∈ Im(H), 1 ≤ j ≤ d.

Parallel to Proposition 3.7.6, this commutativity requires {ωj : 1 ≤ j ≤ d}
to commute in H and it also requires {σj : 1 ≤ j ≤ d} to commute in
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H. These conditions in turn require each ωj to be a real multiple of some

ω# ∈ Im(H) and each σj to be a real multiple of some σ# ∈ Im(H).

Now the linear independence of {Aj : 1 ≤ j ≤ d} in Der(O) implies the
linear independence of {(ωj , σj) : 1 ≤ j ≤ d} in Im(H) ⊕ Im(H), and this
implies d ≤ 2. �

We turn to the introduction of another interesting subgroup of Aut(O).
Note that, by Proposition 8.4.9, given any unit u1 ∈ Im(O), there exists
K ∈ Aut(O) such that Ke1 = u1. Consequently, Aut(O), acting on Im(O)
as a group of orthogonal transformations, acts transitively on the unit sphere
S in Im(O) ≈ R7, i.e., on S ≈ S6. Referring to (A.3.30)–(A.3.31), we are
hence interested in the group

(8.4.150) {K ∈ Aut(O) : Ke1 = e1} = Ge1 .

We claim that

(8.4.151) Ge1 ≈ SU(3).

As preparation for the demonstration, note that each K ∈ Ge1 is an
orthogonal linear transformation on O that leaves invariant Span{1, e1},
and hence it also leaves invariant the orthogonal complement

(8.4.152) V = Span{1, e1}⊥ = Span{e2, e3, f0, f1, f2, f3},

a linear space of R-dimension 6. We endow V with a complex structure.
Generally, a complex structure on a real vector space V is an R-linear map
J : V → V such that J2 = −IV . One can check that this requires dimR V
to be even, say 2k. Then (V, J) has the structure of a complex vector space,
with

(8.4.153) (a+ ib)v = av + bJv, a, b ∈ R, v ∈ V.

One has dimC(V, J) = k. If V is a real inner product space, with inner
product ⟨ , ⟩, and if J is orthogonal (hence skew-adjoint) on V , then (V, J)
gets a natural Hermitian inner product

(8.4.154) (u, v) = ⟨u, v⟩+ i⟨u, Jv⟩,

satisfying (3.1.5)–(3.1.7). If T : V → V preserves ⟨ , ⟩ and commutes with
J , then it also preserves ( , ), so it is a unitary transformation on (V, J).

We can apply this construction to V as in (8.4.152), with

(8.4.155) Jv = Le1v = e1v,

noting that Le1 is an orthogonal map on O that preserves Span{1, e1}, and
hence also preserves V . To say that an R-linear map K : V → V is C-
linear is to say that K(e1v) = e1K(v), for all v ∈ V . Clearly this holds if
K ∈ Aut(O) and Ke1 = e1. Thus each element of Ge1 defines a complex
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linear orthogonal (hence unitary) transformation on V , and we have an
injective group homomorphism

(8.4.156) Ge1 −→ U(V, J).

Note that the 6 element real orthonormal basis of V in (8.4.152) yields the
3 element orthonormal basis of (V, J),

(8.4.157) {e2, f0, f2},

since

(8.4.158) e3 = e1e2, f1 = e1f0, f3 = −e1f2,

the latter two identities by (8.4.30)–(8.4.31). This choice of basis yields the
isomorphism

(8.4.159) U(V, J) ≈ U(3).

We aim to identify the image of Ge1 in U(3) that comes from (8.4.156) and
(8.4.159).

To accomplish this, we reason as follows. From Proposition 8.4.9 it fol-
lows that there is a natural one-to-one correspondence between the elements
of Ge1 and

(8.4.160)
the set of ordered orthonormal pairs {u2, v0} in V

such that also v0 ⊥ e1u2,

or, equivalently,

(8.4.161) the set of ordered orthonormal pairs {u2, v0} in (V, J),

where (V, J) carries the Hermitian inner product (8.4.154). In fact, the
correspondence associates to K ∈ Ge1 (i.e., K ∈ Aut(O) and Ke1 = e1) the
pair

(8.4.162) u2 = Ke2, v0 = Kf0.

Then the image of Ge1 in U(V, J) in (8.4.156) is uniquely determined by the
action of K on the third basis element in (8.4.157), as

(8.4.163) Kf2 = K(e2f0) = K(e2)K(f0) = u2v0 = u2 × v0,

where we recall from (8.4.30) that f2 = e2f0, and the last identity in (8.4.163)
follows from (8.4.21).

From (8.4.160)–(8.4.161), it can be deduced that Ge1 is a compact, con-
nected Lie group of dimension 8. Then (8.4.155) and (8.4.158) present Ge1

as isomorphic to a subgroup (call it G̃) of U(3) that is a compact, connected

Lie group of dimension 8. Meanwhile, dimU(3) = 9, so G̃ has codimension
1. We claim that this implies

(8.4.164) G̃ = SU(3).
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We sketch a proof of (8.4.164), using some elements of Lie group theory.

To start, one can show that a connected, codimension-one subgroup of
a compact, connected Lie group must be normal (recall the definition from

(A.3.17)). Hence G̃ is a normal subgroup of U(3). As in (A.3.27)–(A.3.29),

this implies U(3)/G̃ is a group. This quotient is a compact Lie group of
dimension 1, hence isomorphic to S1 = {z ∈ C : |z| = 1}, and the projection

U(3) → U(3)/G̃ produces a continuous, surjective group homomorphism

(8.4.165) ϑ : U(3) −→ S1, Kerϑ = G̃.

Now a complete list of such homomorphisms is given by

(8.4.166) ϑj(K) = (detK)j , j ∈ Z \ 0,

and in such a case, Kerϑj has |j| connected components. Then connectivity

of G̃ forces ϑ = ϑ±1 in (8.4.165), which in turn gives (8.4.164).

It is useful to take account of various subgroups of Aut(O) that are
conjugate to GH (given by (8.4.117)) or to Ge1 (given by (8.4.150)). In
particular, when A ⊂ O is a four-dimensional subalgebra, we set

(8.4.167) GA = {K ∈ Aut(O) : K(A) ⊂ A},

and if u ∈ Im(O), |u| = 1, we set

(8.4.168) Gu = {K ∈ Aut(O) : Ku = u}.

We see that each group GA is conjugate to GH, and isomorphic to SO(4),
and each group Gu is conjugate to Ge1 , and isomorphic to SU(3).

It is of interest to look at Gu ∩ Gv, where u and v are unit elements of
Im(O) that are not collinear. Then

(8.4.169) Gu ∩ Gv = {K ∈ Aut(O) : K = I on Span{u, v}}.

Now we can write Span{u, v} = Span{u1, u2}, with u1 = u, u2 ⊥ u1, and
note that Kuj = uj ⇒ K(u1u2) = u1u2, so (8.4.169) is equal to

(8.4.170) GA = {K ∈ Aut(O) : K = I on A},

where A = Span{1, u1, u2, u1u2} is a four-dimensional subalgebra of O.
Clearly

(8.4.171) GA ⊂ GA, and GA ≈ Sp(1) ≈ SU(2).

In fact, GA is conjugate to GH = β(Sp(1)), with β as in (8.4.112)–(8.4.113).

Extending (8.4.152), we have associated to each unit u ∈ Im(O) the
space

(8.4.172) Vu = Span{1, u}⊥,
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and Lu : Vu → Vu gives a complex structure Ju = Lu|Vu , so (Vu, Ju) is a
three-dimensional complex vector space. Parallel to (8.4.156), we have an
injective group homomorphism

(8.4.173) Gu −→ U(Vu, Ju),

whose image is a codimension-one subgroup isomorphic to SU(3). Associ-
ated to the family (Vu, Ju) is the following interesting geometrical structure.
Consider the unit sphere S ≈ S6 in Im(O). There is a natural identification
of Vu with the tangent space TuS to S at u:

(8.4.174) TuS = Vu,

and the collection of complex structures Ju gives S what is called an almost
complex structure. Now an element K ∈ Aut(O) acts on S, thanks to
Proposition 8.4.8. Furthermore, for each u ∈ S,

(8.4.175) K : Vu −→ VKu

is an isometry, and it is C-linear, since

(8.4.176) v ∈ Vu =⇒ K(uv) = K(u)K(v).

Thus Aut(O) acts as a group of rotations on S that preserve its almost
complex structure. In fact, this property characterizes Aut(O). To state
this precisely, we bring in the following notation. Set

(8.4.177) ι : Aut(O) −→ SO(Im(O)), ι(K) = K
∣∣
Im(O)

.

This is an injective group homomorphism, whose image we denote

(8.4.178) Ab(O) = ιAut(O).

The inverse of the isomorphism ι : Aut(O) → Ab(O) is given by

(8.4.179)
j
∣∣∣
Ab(O)

, j : SO(Im(O)) → SO(O),

j(K0)(a+ u) = a+K0u.

Our result can be stated as follows.

Proposition 8.4.16. The group Γ of rotations on Im(O) that preserve
the almost complex structure of S is equal to Ab(O), hence isomorphic to
Aut(O).

Proof. We have seen that Ab(O) ⊂ Γ. It remains to prove that Γ ⊂ Ab(O),
so take K0 ∈ Γ, and set K = j(K0), as in (8.4.179). We need to show that
K ∈ Aut(O). First, one readily checks that, if K = j(K0), then

(8.4.180) K ∈ Aut(O) ⇐⇒ K(uv) = K(u)K(v), ∀u, v ∈ Im(O),

and furthermore we can take |u| = 1. Now the condition K0 ∈ Γ implies

(8.4.181) K0(uv) = K0(u)K0(v), ∀u ∈ Im(O), v ∈ Vu.
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To finish the argument, we simply note that if K0 ∈ Γ and K = j(K0), and
if u is a unit element of Im(O) and v ∈ Vu, then for all a ∈ R,

(8.4.182)

K(u(au+ v)) = K(−a+ uv)

= −a+K0(uv)

= −a+K0(u)K0(v),

while

(8.4.183)

(Ku)(K(au+ v)) = (K0u)(aK0u+K0v)

= a(K0u)
2 + (K0u)(K0v)

= −a+K0(u)K0(v).

This finishes the proof. �

Results discussed above provide an introduction to the structure of
Aut(O). In the theory of Lie groups, Aut(O) has been shown to be iso-
morphic to a group denoted G2. The “2” comes from Proposition 8.4.15.
For further material on octonions and their automorphisms, and other con-
cepts introduced in this appendix, we refer to [21], [16], and [25], and also
to the survey article [3], and to Chapter 6 of [8].
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Appendix A

Complementary results

Here we collect some results of use in various spots in the main text.

In Appendix A.1 we prove the Fundamental Theorem of Algebra, which
says that every nonconstant polynomial p(z) with complex coefficients has
a complex root, a result needed in our work on eigenvalues of a matrix
A ∈M(n,C). In brief, the proof starts with the observation that |p(z)| → ∞
as |z| → ∞. This leads to the existence of z0 ∈ C such that |p(z0)| is
minimal. Finally, we show that if p(z) is a nonconstant polynomial and
|p(z0)| is minimal, then p(z0) = 0.

In Appendix A.2 we explore the notion of “averaging” a set of rotations,
i.e., elements A1, . . . , AN ∈ SO(n). We define the “R-average” of this set as
a minimizer of

(A.0.1) ψ(X) =
N∑
j=1

∥X −Aj∥2,

over X ∈ SO(n). Here we use the Hilbert-Schmidt norm. We analyze the
R-average by means of the polar decomposition of A = A1 + · · ·+AN .

Appendix A.3 presents results on groups, examples of which arise at
several points in the text. Groups treated here include finite groups, such
as the set Sn of permutations of n objects, which made an appearance in
the treatment of determinants, and also infinite groups, particularly matrix
groups, such as O(n) and U(n). One result discussed here is that if G is a
finite group, with n elements (we say o(G) = n) and H ⊂ G is a subgroup,
then o(H) divides o(G). From this we draw the corollary that if o(G) = n
and g ∈ G, then

(A.0.2) gn = e,

333
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the identity element of G. Applying this to the multiplicative group of
nonzero elements of Z/(p) yields
(A.0.3) ap−1 = 1, mod p,

whenever p is a prime and a ∈ Z is not a multiple of p. We discuss an
application of this identity to a popular method of encryption.

Appendix A.4 treats algebraic extensions of fields. Given a field F and

a polynomial P ∈ F[x] with no root in F, we construct a new field F̃, as a
quotient of the polynomial ring F[x] by a certain ideal. This new field has

the property that there is a natural inclusion F ↪→ F̃, and F̃ has a root of P .

Furthermore, F̃ is a vector space over F and dimF F̃ < ∞. Applying such a
construction to F = Z/(p), we obtain other finite fields. Every finite field
has pn elements, for some prime p and n ∈ N. Conversely, for each such p
and n, we produce a field with pn elements, and show it is unique, up to
isomorphism. These results form a natural complement to the material in
Chapter 6. However, their derivation makes essential use of material from
the first two sections of Chapter 7, so this appendix seems to be where they
fit best.
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A.1. The fundamental theorem of algebra

The following result is known as the fundamental theorem of algebra. It
played a crucial role in §2.1, to guarantee the existence of eigenvalues of a
complex n× n matrix.

Theorem A.1.1. If p(z) is a nonconstant polynomial (with complex coeffi-
cients), then p(z) must have a complex root.

Proof. We have, for some n ≥ 1, an ̸= 0,

(A.1.1)
p(z) = anz

n + · · ·+ a1z + a0

= anz
n
(
1 +R(z)

)
, |z| → ∞,

where

(A.1.2) |R(z)| ≤ C

|z|
, for |z| large.

This implies

(A.1.3) lim
|z|→∞

|p(z)| = ∞.

Picking R ∈ (0,∞) such that

(A.1.4) inf
|z|≥R

|p(z)| > |p(0)|,

we deduce that

(A.1.5) inf
|z|≤R

|p(z)| = inf
z∈C

|p(z)|.

Since DR = {z : |z| ≤ R} is closed and bounded and p is continuous, there
exists z0 ∈ DR such that

(A.1.6) |p(z0)| = inf
z∈C

|p(z)|.

The theorem hence follows from: �

Lemma A.1.2. If p(z) is a nonconstant polynomial and (A.1.6) holds, then
p(z0) = 0.

Proof. Suppose to the contrary that

(A.1.7) p(z0) = a ̸= 0.

We can write

(A.1.8) p(z0 + ζ) = a+ q(ζ),

where q(ζ) is a (nonconstant) polynomial in ζ, satisfying q(0) = 0. Hence,
for some k ≥ 1 and b ̸= 0, we have q(ζ) = bζk + · · ·+ bnζ

n, i.e.,

(A.1.9) q(ζ) = bζk + ζk+1r(ζ), |r(ζ)| ≤ C, ζ → 0,
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so, with ζ = εω, ω ∈ S1 = {ω : |ω| = 1},
(A.1.10) p(z0 + εω) = a+ bωkεk + (εω)k+1r(εω), ε↘ 0.

Pick ω ∈ S1 such that

(A.1.11)
b

|b|
ωk = − a

|a|
,

which is possible since a ̸= 0 and b ̸= 0. Then

(A.1.12) p(z0 + εω) = a
(
1−

∣∣∣ b
a

∣∣∣εk)+ (εω)k+1r(εω),

with r(ζ) as in (A.1.9), which contradicts (A.1.6) for ε > 0 small enough.
Thus (A.1.7) is impossible. This proves Lemma A.1.2, hence Theorem A.1.1.

�

Now that we have shown that p(z) in (A.1.1) must have one root, we
can show it has n roots (counting multiplicity).

Proposition A.1.3. For a polynomial p(z) of degree n, as in (A.1.1), there
exist r1, . . . , rn ∈ C such that

(A.1.13) p(z) = an(z − r1) · · · (z − rn).

Proof. We have shown that p(z) has one root; call it r1. Dividing p(z) by
z − r1, we have

(A.1.14) p(z) = (z − r1)p̃(z) + q,

where p̃(z) = anz
n−1 + · · · + ã0 and q is a polynomial of degree < 1, i.e., a

constant. Setting z = r1 in (A.1.14) yields q = 0, i.e.,

(A.1.15) p(z) = (z − r1)p̃(z).

Since p̃(z) is a polynomial of degree n − 1, the result (A.1.13) follows by
induction on n. �

Remark 1. The numbers rj , 1 ≤ j ≤ n, in (A.1.13) are the roots of p(z).
If k of them coincide (say with rℓ), we say rℓ is a root of multiplicity k. If
rℓ is distinct from rj for all j ̸= ℓ, we say rℓ is a simple root.

Remark 2. In complex analysis texts one can find proofs of the fundamental
theorem of algebra that are a little shorter than the proof given above, but
that depend on more advanced techniques.
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A.2. Averaging rotations

Suppose A1, . . . , AN are rotation matrices on n-dimensional Euclidean space
Rn, i.e., Aj ∈ SO(n). We want to identify an element of SO(n) that repre-
sents an “average” of these rotations Aj .

Part of our task is to produce a reasonable definition of “average” in this
context. If we simply average over all of M(n,R), we would have

(A.2.1)
1

N
A, A = A1 + · · ·+AN .

However, typically this element of M(n,R) does not belong to SO(n). To
formulate a notion of average that will work for averaging over sets that are
not linear spaces, we start with the observation that A/N is obtained as the
minimizer of

(A.2.2) ψ(X) =
N∑
j=1

∥X −Aj∥2,

if we minimize over all X ∈ M(n,R). Here we take the Hilbert-Schmidt
norm,

(A.2.3) ∥T∥2 = Tr T ∗T.

Guided by this, we make the following

Definition. Given A1, . . . , AN ∈ SO(n), an element X ∈ SO(n) that
minimizes (A.2.2) over SO(n) is said to be an R-average of {Aj : 1 ≤ j ≤ N}.

Certainly (A.2.2) has a minimum, over SO(n), though the minimizer
might or might not be unique, as we will see in examples below. If the
minimizer is unique, we say it is the R-average.

We proceed to establish some properties of the R-average. We show that
it is determined by A = A1 + · · · + AN . How it is determined depends on
whether the determinant of A is positive, negative, or zero. We will give a
number of examples of collections of elements of SO(3) and compute their
R-averages.

The R-average
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We tackle the problem of computing R-averages of sets of elements of
SO(n). To analyze (A.2.2), write

(A.2.4)

∥X −Aj∥2 = Tr (X∗ −A∗
j )(X −Aj)

= Tr (X∗X −X∗Aj −A∗
jX +A∗

jAj)

= 2n− 2 Tr A∗
jX,

using X∗X = A∗
jAj = I. Hence we have

(A.2.5) ψ(X) = 2nN − 2 Tr A
∗
X, A = A1 + · · ·+AN .

Thus the problem of minimizing (A.2.2) over X ∈ SO(n) is equivalent to
the following problem:

(A.2.6) Maximize Tr A
∗
X over X ∈ SO(n).

We break the analysis into several cases:

Case I. A is invertible.
Take the polar decomposition of A:

(A.2.7) A = UP,

with U orthogonal and P positive definite. This polar decomposition is
unique; in particular P = (A

∗
A)1/2. Then we are considering

(A.2.8) Tr A
∗
X = Tr PU∗X.

Case IA. det A > 0.
In this case U ∈ SO(n), so U∗X runs over SO(n) in (A.2.8) as X runs over
SO(n), so the following result is useful.

Lemma A.2.1. If P is positive-definite on Rn and V ∈ SO(n), then

(A.2.9) Tr PV ≤ Tr P,

with identity if and only if V = I.

Proof. Let v1, . . . , vn be an orthonormal basis of Rn, consisting of eigen-
vectors of P, Pvj = λjvj , λj > 0. Then

(A.2.10) Tr PV =
∑
j

(PV vj , vj) =
∑
j

λj(V vj , vj).

We have (V vj , vj) ≤ 1, with equality if and only if V vj = vj , given V ∈
SO(n), and this proves the lemma. �

Corollary A.2.2. In Case IA, the minimum for (A.2.2) over X ∈ SO(n)
is achieved at one point:

(A.2.11) X = U,

with U ∈ SO(n) given by the polar decomposition (A.2.7).
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Case IB. det A < 0.
In this case U in (A.2.7) is orthogonal but det U = −1; we say U ∈ O−(n).
Then U∗X runs over O−(n) in (A.2.8) asX runs over SO(n), so the following
result is useful.

Lemma A.2.3. If P is positive-definite on Rn, with eigenvalues satisfying
0 < λ1 ≤ λ2 ≤ · · · ≤ λn, and V ∈ O−(n), then

(A.2.12) Tr PV ≤ λn + · · ·+ λ2 − λ1.

If {vj} is an orthonormal basis such that Pvj = λjvj, the maximum is
achieved when V vj = vj for j ≥ 2 and V v1 = −v1.

Proof. First suppose V is stationary for φ : O−(n) → R, φ(X) = Tr PX.
Differentiating φ(V esZ) at s = 0, we deduce that Tr PV Z = 0 for all
Z ∈ Skew(n), hence PV is symmetric, so PV = V ∗P . Hence PV 2 = V ∗PV .
In particular Tr PV 2 = Tr P , and V 2 ∈ SO(n), so Lemma A.2.1 implies
V 2 = I. Hence V ∗ = V , so PV = V P .

The proof of Lemma A.2.3 is now straightforward if P has only simple
eigenvalues. In such a case V vj = ±vj , and the maximum of Tr PV is
assumed only for V described in the lemma.

A similarly straightforward argument extends the treatment to the case
where P has multiple eigenvalues. We describe the result. Suppose the
distinct eigenvalues of P are λ1 = µ1 < · · · < µk = λn. Let Ej be the
µj-eigenspace. Then V : Ej → Ej for each j. For j > 1, V |Ej is the
identity if (A.2.12) is maximized, and V |E1 must be a reflection across some
hyperplane in E1, so it has one eigenvalue equal to −1. �

For µ > 1, the set of (µ−1)-dimensional linear subspaces of Rµ is called
the (µ− 1)-dimensional real projective space, and is denoted RPµ−1.

Corollary A.2.4. In Case IB, the minimum for (A.2.2) over X ∈ SO(n)
is achieved at

(A.2.13) X = UV,

where U ∈ O−(n) is given by the polar decomposition (A.2.7) and V ∈ O−(n)
is the identity on Ej for all j > 1 and an orthogonal reflection on E1. Thus
the minimizer X is unique if dim E1 = 1. If dim E1 = µ > 1, the set of
minimizers for (A.2.2) is in one-to-one correspondence with RPµ−1.

Case II. A is not invertible.
We can still write

(A.2.14) A = UP.
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This time P = (A
∗
A)1/2 is positive semi-definite, with null space N (P ) =

N (A). The factor U is a uniquely defined orthogonal linear map from the
range R(P ) to R(A). We can extend U to provide an orthogonal linear
map from N (P ) = R(P )⊥ to R(A)⊥. Several such choices can be made.
Make one choice, and arrange that U ∈ SO(n). Again we are considering
a function of the form (A.2.8); the only difference is that now P is only
positive semi-definite. Hence the following lemma is useful.

Lemma A.2.5. If P is positive semi-definite on Rn and V ∈ SO(n), then

(A.2.15) Tr PV ≤ Tr P,

with equality if and only if V |R(P ) = I.

The proof is a simple analogue of the proof of Lemma A.2.1.

Corollary A.2.6. In Case II, the minimum for (A.2.2) over X ∈ SO(n)
is achieved at

(A.2.16) X = UV,

where U ∈ SO(n) is as described above for (A.2.14) and V is any element of
SO(n) such that V = I on R(P ). If dim N (A) = 1, then necessarily V = I
on Rn and X is unique. If dim N (A) = µ > 1 then the set of minimizers
for (A.2.2) is in one-to-one correspondence with SO(µ).

Remark. While the analysis above includes cases for which the R-average
is not unique, we mention that this situation has probability zero in the set
of random collections {A1, . . . , AN} ⊂ SO(n).

Examples

We illustrate the results established above with some examples. Let Q
be the unit cube in R3, centered at the origin, with edges parallel to the
coordinate axes. Let G be the group of rotations of R3 preserving Q. It is
known that G is a group of order 24, isomorphic to the symmetric group S4.
Furthermore, G is generated by rotations Rxy, Ryz, and Rzx, where Rxy is
counterclockwise rotation by 90◦ in the xy-plane, etc. We will select various
subsets of G.

Example 1. Let A1 = Rxy, A2 = Ryz, A3 = Rzx. Then

(A.2.17) A =

 1 −1 1
1 1 −1
−1 1 1

 , det A = 4.
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A calculation gives A = UP with

(A.2.18) P =
1

3

 5 −1 −1
−1 5 −1
−1 −1 5

 , U =
1

3

 2 −1 2
2 2 −1
−1 2 2

 .

This element U ∈ SO(3) is the unique minimizer for (A.2.2), so U is the
R-average of A1, A2, A3.

Example 2. Let A1, . . . , A24 enumerate all the elements of the group G
described above. We claim that

(A.2.19) A = A1 + · · ·+A24 = 0.

Indeed, for each ℓ, {AℓAj : 1 ≤ j ≤ 24} = G, so AℓA = A. Hence v ∈
R3, w = Av ⇒ Aℓw = w for each Aℓ, in particuler for A1, A2, A3 in Example
1. This forces w = 0.

In this case, the function ψ : SO(3) → R defined by (A.2.2) is constant,
and hence achieves its minimum at each point of SO(3). Thus the R-average
of this set of rotations is completely arbitrary, an expression that this set of
rotations is evenly distributed in SO(3).

Example 3. Let A1, . . . , A23 enumerate all the elements of G except the
identity. Then

(A.2.20) A = A1 + · · ·+A23 = −I, det A = −1.

We hence have A = UP with P = I, U = −I. Corollary A.2.4 applies and
we see that the minimum for (A.2.2) over X ∈ SO(3) is achieved precisely
when

(A.2.21) X = −R,

where R is an arbitrary reflection across some 2D plane in R3. This set of
minimizers is in one-to-one correspondence with RP2.

Example 4. Let A1, . . . , A21 enumerate all the elements of G except the
three rotations Rxy, Ryz, and Rzx considered in Example 1. Hence (by
(A.2.17) and (A.2.19)),

(A.2.22) A = A1 + · · ·+A21 = −

 1 −1 1
1 1 −1
−1 1 1

 , det A = −4.
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(Anti)parallel to (A.2.18), we have A = UP with P as in (A.2.18) and

(A.2.23) U = −1

3

 2 −1 2
2 2 −1
−1 2 2

 ∈ O−(3).

We note that the eigenvalues of P are λ1 = 1, λ2 = 2, λ3 = 2; in particular

(A.2.24) P (e1 + e2 + e3) = e1 + e2 + e3,

where {ej} is the standard orthonormal basis of R3. Corollary A.2.4 applies
and we see that (A.2.2) has the unique minimizer,

(A.2.25) X = UV,

where U is as in (A.2.7) and V ∈ O−(3) has the property

(A.2.26) V (e1 + e2 + e3) = −(e1 + e2 + e3),

with V = I on the orthogonal complement of the span of this vector. In
other words,

(A.2.27) V =
1

3

 1 −2 −2
−2 1 −2
−2 −2 1

 ,

and hence the R-average in this case is

(A.2.28) X =

0 1 0
0 0 1
1 0 0

 .

Covariance

We mention a covariance property of the R-average. Namely, let

A1, . . . , AN ∈ SO(n),

take U ∈ SO(n), and set Bj = UAj ∈ SO(n). Then X is an R-average
of A1, . . . , AN if and only if UX is an R-average of B1, . . . , BN . This is
an obvious consequence of the definition in terms of (A.2.2). Similarly the
R-average is covariant with respect to Aj 7→ AjU for U ∈ SO(n), and with
respect to Aj 7→ V AjW , for V,W ∈ O−(n).
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A.3. Groups

In addition to fields and vector spaces, and more generally rings and mod-
ules, discussed in the body of the text, there have appeared objects with
another algebraic structure, that of a group, which we briefly discuss in this
appendix. By definition a group is a set G, endowed with an operation of
multiplication; that is, given a, b ∈ G, then ab is defined in G. The following
laws have to hold, for all a, b, c ∈ G:

Associative law : (ab)c = a(bc),(A.3.1)

Identity element : ∃ e ∈ G, ea = ae = a,(A.3.2)

Inverse : ∃ a−1 ∈ G, a−1a = aa−1 = e.(A.3.3)

If, in addition, we have

(A.3.4) ab = ba, ∀ a, b ∈ G,

we say G is a commutative group (also called an Abelian group). We mention
that inverses have to be unique. Indeed, if a ∈ G has a left inverse b and a
right inverse b′, i.e., ba = e, ab′ = e, then we have

(A.3.5)
b(ab′) = be = b, and

(ba)b′ = eb′ = b′,

but the two left sides are equal, by (A.3.1), so b = b′. The reader can also
verify that if e and e′ ∈ G both satisfy (A.3.2), then e = e′ (consider ee′).

A master source of groups arises as follows. Let X be a set, and let
Π(X) denote the set of all maps

(A.3.6) φ : X −→ X that are ont-to-one and onto.

We define the group operation by composition: φψ(x) = φ(ψ(x)). Then
(A.3.1)–(A.3.3) hold, with e ∈ Π(X) the identity map, e(x) ≡ x, and φ−1 the
mapping inverse to φ. When X = {1, . . . , n}, this group is the permutation
group Sn, introduced in (1.5.20). Also one calls Sn the symmetric group on
n symbols.

If H is a subset of Π(X) having the property that

(A.3.7) e ∈ H, and a, b ∈ H =⇒ a−1, ab ∈ H,

then H is a group. More generally, if G is a group and H ⊂ G satisfies
(A.3.7), then H is a group. We say H is a subgroup of G.

A number of special sets of matrices arising in the text are groups. These
include

(A.3.8) Gℓ(n,F),
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the group of invertible n × n matrices (with coefficients in F), introduced
near the end of §1.5, the subgroups

(A.3.9) U(n), SU(n)

of Gℓ(n,C), and the subgroups

(A.3.10) O(n), SO(n)

ofGℓ(n,R), introduced in §3.4. When F = R or C, Gℓ(n,F) is an open subset
of the vector space M(n,F), and the group operations of multiplication,
Gℓ(n,F) × Gℓ(n,F) → Gℓ(n,F) and inverse Gℓ(n,F) → Gℓ(n,F) can be
seen to be smooth maps. The groups (A.3.9)–(A.3.10) are smooth surfaces
in M(n,C), and M(n,R), respectively, and the group operations are also
smooth. Groups with such structure are called Lie groups. For this, methods
of multidimensional calculus are available to produce a rich theory. One can
consult [25] for material on this.

Most of the groups listed above are not commutative. If n ≥ 3, Sn is
not commutative. If n ≥ 2, none of the groups listed in (A.3.8)–(A.3.10) are
commutative, except SO(2). The case n = 1 of (A.3.8) is also denoted

(A.3.11) F∗ = {a ∈ F : a ̸= 0}.

For any field F, F∗ is a commutative group. Whenever R is a ring with unit,

(A.3.12) R∗ = {a ∈ R : a is invertible}

is a group (typically not commutative, if R is not a commutative ring).
When R =M(n,F), R∗ becomes (A.3.8).

When G is commutative, one sometimes (but not always) wants to write
the group operation as a+ b, rather than ab. Then we call G a commutative
additive group. This concept was introduced in §6.1, and we recall that
fields, and more generally rings, are commutative additive groups, endowed
with an additional multiplicative structure.

If G and K are groups, a map φ : G→ K is called a (group) homomor-
phism provided it preserves the group operations, i.e.,

(A.3.13) a, b ∈ G =⇒ φ(ab) = φ(a)φ(b). φ(e) = e′,

where e′ is the identity element of K. The second condition is actually
redundant, since φ(e) = φ(e · e) = φ(e)φ(e) forces φ(e) = e′. Note that
φ(a−1) = φ(a)−1, since φ(a)φ(a−1) = φ(aa−1) = φ(e). Examples of group
homomorphisms include

(A.3.14) det : Gℓ(n,F) −→ F∗,

arising from Proposition 1.5.1, thanks to Propositions 1.5.3 and 1.5.6, and

(A.3.15) sgn : Sn −→ {1,−1},
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introduced in (1.5.23), thanks to (1.5.24)–(1.5.28).

A group homomorphism φ : G→ K yields a special subgroup of G,

(A.3.16) Kerφ = {a ∈ G : φ(a) = e}.

In such a case, Kerφ has the property of being a normal subgroup of G,
where a subgroup H of G is said to be a normal subgroup provided

(A.3.17) h ∈ H, g ∈ G =⇒ g−1hg ∈ H.

In the cases (A.3.14) and (A.3.15), these subgroups are

(A.3.18)
Sℓ(n,F) = {A ∈ Gℓ(n,F) : detA = 1}, and

An = {τ ∈ Sn : sgn τ = 1}.

The group An is called the alternating group.

A group homomorphism

(A.3.19) φ : G −→ Gℓ(n,F)

is called a representation of G on the vector space Fn. More generally
(formally, if not substantially) if V is an n-dimensional vector space over
F, we denote by Gℓ(V ) the group of invertible linear transformations on V ,
and call a homomorphism

(A.3.20) φ : G −→ Gℓ(V )

a representation of G on V . One way these representations arise is as follows.
Suppose X is a set, with n elements, and G acts on X, i.e., there is a
group homomorphism G → Π(X). Let V be the space of all functions
f : X → F, which is an n-dimensional vector space over F. Then we define
a representation π of G on V by

(A.3.21) π(a)f(x) = f(a−1x), a ∈ G, x ∈ X, f : X → F.

The study of representations of groups provides fertile ground for use of
linear algebra. We whet the reader’s appetite with one example. If φ and
ψ are representations of G on finite dimensional vector spaces V and W ,
respectively, there is a tensor product representation φ⊗ψ of G on V ⊗W ,
satisfying

(A.3.22) φ⊗ ψ(g)(v ⊗ w) = φ(g)v ⊗ ψ(g)w, g ∈ G, v ∈ V, w ∈W.

For further material on group representations, we refer to [25], [20], and
Chapter 18 of [11].

If G is a group and H ⊂ G a subgroup, we define the coset space G/H
as follows. An element of G/H consists of an equivalence class of elements
of G, with equivalence relation

(A.3.23) g ∼ g′ =⇒ g′ = gh for some h ∈ H.
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Equivalently, an element of G/H is a subset of G of the form

(A.3.24) gH = {gh : h ∈ H},

for some g ∈ G. Note that gH = g′H if and only if (E.23) holds. There is a
natural action of G on the space X = G/H, namely

(A.3.25) g · (g′H) = gg′H.

We see that this action is transitive, where generally the action of G on a
set X is transitive if and only if

(A.3.26) ∀x, x ∈ X, gx = x′ for some g ∈ G.

The coset space G/H gets a group structure provided H is normal, i.e.,
provided (A.3.17) holds. Then we can define

(A.3.27) (gH)(g′H) = gg′H,

and use (A.3.17) to show that this puts a well defined group structure on
G/H. In such a case, we get a group homomorphism

(A.3.28) π : G −→ G/H, π(g) = gH,

and

(A.3.29) Kerπ = H.

Let us look further at transitive group actions. Whenever a group G
acts transitively on X, we can fix p ∈ X and set

(A.3.30) H = {g ∈ G : g · p = p}.

Then H is a subgroup of G, and the map

(A.3.31) F : G/H −→ X, F (gH) = g · p,

is well defined, one-to-one, and onto. As an example of this, take

(A.3.32) G = SO(n), X = Sn−1, p = en,

where Sn−1 = {x ∈ Rn : |x| = 1} is the unit sphere and en is the nth
standard basis vector in Rn. The group SO(n) acts transitively on Sn−1,
and one can show that the set of elements of SO(n) that fix en consists of
those matrices (

h
1

)
, h ∈ SO(n− 1).

As another example, take

(A.3.33) G = Sn, X = {1, . . . , n}, p = n.
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Then the set of elements of Sn that fix p consists of permutations of {1, . . . , n−
1}, and we get a subgroup H ≈ Sn−1. For other transitive actions of Sn,
one can fix k ∈ N, 1 < k < n, and consider

(A.3.34) Xk,n = collection of all subsets of {1, . . . , n} with k elements.

Then Sn naturally acts on each set Xk,n, and each such action is transitive.
Note that the number of elements of Xk,n is given by the binomial coefficient

(A.3.35)

(
n

k

)
=

n!

k!(n− k)!
.

The procedure (A.3.27) gives a representation of Sn on R(
n
k). In such a

case, if p = {1, . . . , k}, a permutation τ ∈ Sn fixes p under this action if
and only if τ acts as a permutation on {1, . . . k} and as a permutation on
{k + 1, . . . , n}. Thus the subgroup H of Sn fixing such p satisfies

(A.3.36) H ≈ Sk × Sn−k,

where, if H1 and H2 are groups, H1×H2 consists of pairs (h1, h2), hj ∈ Hj ,
with group law (h1, h2) · (h′1, h′2) = (h1h

′
1, h2h

′
2).

Groups we have discussed above fall into two categories. One consists of
groups such as those listed in (A.3.8)–(A.3.10), called Lie groups. Another
consists of finite groups, i.e., groups with a finite number of elements. We
end this appendix with some comments on finite groups, centered around
the notion of order. If G is a finite group, set o(G) equal to the number of
elements of G. More generally, if X is a finite set, set

(A.3.37) o(X) = number of elements of X.

In the group setting we have, for example,

(A.3.38) o(Sn) = n!, o(Z/(n)) = n, G = (Z/(p))∗ ⇒ o(G) = p− 1,

where in the second case Z/(n) is an additive commutative group, and the
third case is a special case of (A.3.11). The following is a simple but powerful
classical observation.

Let G be a finite group and H a subgroup. The description of G/H
given above shows that G is partitioned into o(G/H) cosets gH, and each
coset has o(H) elements. Hence

(A.3.39) o(G) = o(H) · o(G/H).

In particular,

(A.3.40) H subgroup of G =⇒ o(H) divides o(G).

This innocent-looking observation has lots of interesting consequences.

For example, gien g ∈ G, g ̸= e, let

(A.3.41) Γ(g) = {gk : k ∈ Z}
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be the subgroup of G generated by g. Since G is finite, so is Γ(g), so there
exist k, ℓ ∈ Z such that gk = gℓ, hence there exists j = k − ℓ ∈ Z such that
gj = e. It is clear that the set of such j is a subgroup of Z (hence an ideal
in Z), so it is generated by its smallest positive element, call it γ. Then

(A.3.42) Γ(g) = {e, g, . . . , gγ−1}, so o(Γ(g)) = γ, and gγ = e.

It follows that gjγ = e for all j ∈ Z. By (A.3.40), γ divides o(G). This
proves the following.

Proposition A.3.1. If G is a finite group and g ∈ G, then

(A.3.43) k = o(G) =⇒ gk = e.

An interesting corollary of this result arises for

(A.3.44) G = (Z/(p))∗, o(G) = p− 1.

Then Proposition A.3.1 implies that

(A.3.45) ap−1 = 1 mod p,

when p is a prime and a ̸= 0 mod p. See Exercise 3 of §6.1 (addressing
(6.1.27)) for an application of this result. More generally, one can consider

(A.3.46) G = (Z/(n))∗,

whose elements consist of (equivalence classes mod n of) integers k such that
gcd(k, n) = 1. Applying Proposition A.3.1 to (A.3.46) yields a generalization
of (A.3.45), whose formulation we leave to the reader.

The identity (A.3.45) also plays an important role in a certain type of
“public key encryption.” We end this appendix with a brief description of
how this works, filling in the mathematical details of a nontechnical discus-
sion given in Chapter 9 of [14]. The ingredients consist of the following

A. Secret data: p, q (distinct large primes) β ∈ N.

B. Public data: pq, α ∈ N (the “key”).

C. Message: a ∈ {1, . . . , pq}.

D. Encrypted message: b = aα mod pq.

E. Decrypted message: bβ = a mod pq.
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The secret number β has the crucial property that

(A.3.47) αβ = 1 mod (p− 1)(q − 1).

The identity of β could be deduced easily from knowledge of p, q and α, but
not so easily from the knowledge merely of pq and α (assuming that it is
hard to factor pq).

Here is how a person who knows the public data encrypts a message and
sends it to a recipient who knows the secret data. Let us say Bill knows
the secret data and lots of people know the public data. Joe wants to send
a message (digitized as a) to Bill. Joe knows the public data. (So do the
members of the nefarious international spy organization, Nosy Snoopers,
Inc., from whom Joe wants to shield the message.) Joe takes the message
a and uses the public data to produce the encrypted message b. Then Joe
sends the message b to Bill. There is a serious possibility that nosy snoopers
will intercept this encrypted message.

Bill uses the secret data to convert b to a, thus decrypting the secret
message. To accomplish this decryption, Bill makes use of the secret number
β, which is not known to Joe, nor to the nosy snoopers (unless they are
capable of factoring the number pq into its prime factors). As indicated
above, Bill computes bβ mod pq, and, so we assert, this produces the original
message.

The mathematical result behind how this works is the following.

Theorem A.3.2. Let p and q be distinct primes. Assume that α and β are
two positive integers satisfying (A.3.47). Then

(A.3.48) aαβ = a mod pq, ∀ a ∈ Z.

The key step in the proof is the following.

Lemma A.3.3. In the setting of Theorem A.3.2,

(A.3.49) a(p−1)(q−1)a = a mod pq.

Proof. As in (A.3.45), we have

(A.3.50) ap−1 = 1 mod p, if a ̸= 0 mod p,

so

(A.3.51) a(p−1)(q−1) = 1 mod p, if a ̸= 0 mod p.

Thus

(A.3.52) a(p−1)(q−1)a = a mod p, ∀ a ∈ Z,
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since this holds trivially if a = 0 mod p, and otherwise follows from (A.3.51).
Similarly

(A.3.53) a(p−1)(q−1)a = a mod q,

and together (A.3.52) and (A.3.53) imply (A.3.49). �

Having (A.3.49), we can multiply repeatedly by a(p−1)(q−1), and obtain

(A.3.54) am(p−1)(q−1)+1 = a mod pq, ∀ a ∈ Z,
whenever m is a positive integer. This yields (A.3.48), proving Theorem
A.3.2.

The success of this as an encryption device rests on the observation
that, while the task of producing k-digit primes p and q (say with the initial
k/2 digits arbitrarily specified) increases in complexity with k, the difficulty
of the task of factoring the product pq of two such into its prime factors
increases much faster with k. (Warning: this is an observation, not a the-
orem.) Anyway, for this scheme to work, one wants p and q to be fairly
large (say with several hundred digits), and hence α and β need to be fairly
large. Hence one needs to take a (having numerous digits) and raise it, mod
n = pq, to quite a high power. This task is not as daunting as it might first
appear. Indeed, to compute aℓ mod n with ℓ = 2k, one just needs to square
a mod n and do this squaring k times. For more general ℓ ∈ N, take its
dyadic expansion ℓ = 2i + 2j + · · ·+ 2k and follow your nose.

To be sure, producing such primes p and q as described above requires
some effort. The Prime Number Theorem (cf. [30], §4.4) provides a rough
guide to how large a string of integers one needs to search for primes. Re-
garding the task of finding a prime in such a string, the interested reader
can look up items like “primality testing” on such sources as Wikipedia or
Google.

We sign off here, and refer the reader to Chapter 1 of [11] and Chapter
6 of [4] for further material on finite groups.
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A.4. Finite fields and other algebraic field extensions

Certain subfields of C that are finite-dimensional vector spaces over Q have
been considered in §6.1 (around (6.1.28)–(6.1.37)) and §6.2. Here we con-
struct such finite extensions of a general field F, and show how this con-
struction yields a string of finite fields, when applied to F = Fp = Z/(p).

To start, let F be a field, and let P ∈ F[x], the polynomial ring, which,
we recall, is a PID. Then P generates an ideal (P ), and

(A.4.1) F[x]/(P )

is a ring. If P (x) = anx
n + · · · + a0, n ≥ 1, an ̸= 0, then F[x]/(P ) is a

vector space of dimension n over F. To state the following result on when
F[x]/(P ) is a field, we recall from §7.2 that P ∈ F[x] is said to be irreducible
provided it has no factors in F[x] of positive degree < degP .

Proposition A.4.1. If P ∈ F[x] is irreducible, then the ring F[x]/(P ) is a
field.

Proof. By Proposition 7.2.4, if R is a PID and P ∈ R is prime, then R/(P )
is a field. Furthermore, as noted just before Proposition 7.2.4, for such R,
an element P ∈ R is prime if and only if it is irreducible. �

We have the natural projection

(A.4.2) π : F[x] −→ F[x]/(P ) = F(P ),

the latter identity defining F(P ). The natural inclusion F ↪→ F[x], composed
with π, yields an injective ring homomorphism

(A.4.3) ι : F ↪→ F(P ).

Loosely, we say F ⊂ F(P ). Note that we can regard P as an element of
F(P )[x], and

(A.4.4) ξ = π(x) =⇒ ξ ∈ F(P ) and P (ξ) = 0.

Thus P is not irreducible in F(P )[x]. We have a factorization

(A.4.5) P (x) = (x− ξ)P1(x), P1 ∈ F(P )[x],

where P1 is a polynomial of degree n − 1. If n = 2, then P1 is linear,
P1(x) = a2(x− η), with η ∈ F(P ), and we have

(A.4.6) P (x) = a2(x− ξ)(x− η) = a2(x
2 − (ξ + η)x+ ξη),

which implies

(A.4.7) ξ + η, ξη ∈ F.
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Note in particular that η ̸= ξ, if 2 ̸= 0 in F, since otherwise we would have
ξ = η ∈ F, and P would not be irreducible in F[x]. If n = 3, then either P1

factors into linear factors or it is irreducible in F(P )[x]. If n ≥ 4, P1 might
have neither property, but it will have a factorization P1 = P11 · · ·P1µ with
P1ν irreducible in F(P )[x]. Then the construction described above yields a
field F(P )[x]/(P11), and one can continue this process.

Let us consider some examples, starting with x2 + 1, which is clearly
irreducible over Q[x]. The construction above via (A.4.1), with F = Q,
yields a field isomorphic to Q[i], introduced in (6.1.30). On the other hand,
the situation can differ for the field Fp = Z/(p), when p ∈ N is a prime. For
example,

(A.4.8) x2 + 1 = x2 − 1 = (x+ 1)(x− 1) = (x− 1)2 in F2[x].

More generally,

(A.4.9) x2 +1 is irreducible in Fp[x] ⇔ −1 = b2 has no solution b ∈ Fp,

and, still more generally, given a ∈ Z,

(A.4.10) x2−a is irreducible in Fp[x] ⇐⇒ a = b2 has no solution b ∈ Fp.

For each prime p ≥ 3 in N, there exists a ∈ Z such that the condition for
irreducibility in (A.4.10) is satisfied, and one then obtains via (A.4.1) a field
that is a vector space of dimension 2 over Fp, i.e., a field with p2 elements.
We denote such a field by Fp2 . (Justification for this notation will be given
below, in Proposition A.4.7.) For p = 2, there is no irreducible polynomial
of the form (A.4.10), but

(A.4.11) x2 + x+ 1 is irreducible in F2[x],

since such P (x) is nowhere vanishing on F2, so has no linear factors. Thus
one can use this polynomial in (A.4.1) to construct a field (denoted F4) with
4 elements.

We next consider the cubic polynomial

(A.4.12) x3 − 3,

which is irreducible in Q[x]. As a polynomial over C, this has the three
complex roots

(A.4.13) r1 = 31/3, r2 = 31/3e2πi/3, r3 = 31/3e−2πi/3.

In each case, the ring Q[rj ] is (by Proposition 6.1.3) a field, and one readily
verifies that the field Q(x3−3) given by (A.4.1) is isomorphic to each of them.
However, these are distinct subfields of C. For example, Q[r1] ⊂ R, but
Q[r2] and Q[r3] do not have this property. Using

(A.4.14) x3 − r3 = (x− r)(x2 + rx+ r2),
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we have

(A.4.15) x3 − 3 = (x− 31/3)(x2 + 31/3x+ 32/3),

and

(A.4.16) x2 + 31/3x+ 32/3 is irreducible in Q[31/3][x],

since this polynomial has no roots in Q[31/3] (the roots are r2 and r3, which

are not in R), and hence no linear factor in Q[31/3][x]. Upon applying (A.4.1)

with F = Q[31/3] and P (x) as in (A.4.16), one obtains a field isomorphic to

(A.4.17) Q(r1, r2, r3) = Q[31/3, e2πi/3],

which has dimension 2 over Q[31/3], hence dimension 6 over Q.

Moving on from Q to Fp, and generalizing a bit, in parallel with (A.4.10),
we see that if p ∈ N is a prime,

(A.4.18) x3−a is irreducible in Fp[x] ⇐⇒ a = b3 has no solution b ∈ Fp.

Now, there exists a ∈ Fp such that the condition (A.4.18) holds

(A.4.19)

⇐⇒ b 7→ b3,mapping Fp → Fp, is not onto

⇐⇒ this map is not one-to-one

⇐⇒ ∃β ̸= 1 in Fp such that β3 = 1

⇐⇒ x2 + x+ 1 has a root ≠ 1 in Fp,

the last equivalence by x3 − 1 = (x − 1)(x2 + x + 1). Note that the last
condition clearly fails for p = 2 and 3. Also, for primes p ≥ 5, the calculation
x2 + x+ 1 = (x+ 1/2)2 + 3/4 shows that the last condition in (A.4.19) is

(A.4.20) ⇐⇒ x2 + 3 has a root in Fp.

Now there are infinitely many primes p for which (A.4.20) holds and infin-
itely many for which it fails. Rather than pursue this further, we change
course, and look for irreducible cubic polynomials in Fp[x] of the form

(A.4.21) x3 + x2 − a, a ∈ Fp.

Note that x3 + x2 takes the same values at x = 0 and x = −1, so the map
b 7→ b3+ b2 is not one-to-one as a map Fp → Fp, and hence it is not onto, so
there exists a ∈ Fp such that x3+x2−a has no root, hence no linear factor,
and for such a, (A.4.21) is irreducible in Fp[x]. Thus we get a field (denoted
Fp3) with p

3 elements.

Now we consider the quartic polynomial

(A.4.22) x4 − 3,



354 A. Complementary results

which is irreducible in Q[x]. As a polynomial over C, this has the 4 complex
roots

(A.4.23) r1 = 31/4, r2 = −31/4, r3 = 31/4i, r4 = −31/4i.

In each case, the ring Q[rj ] is a field, isomorphic to the field Q(x4−3) given
via (A.4.1). However (compare the case (A.4.13)), we have two distinct
subfields of C, namely Q[r1] = Q[−r1] (in R) and Q[r3] = Q[r4] (not in R).
Using

(A.4.24) x4 − r4 = (x2 − r2)(x2 + r2) = (x+ r)(x− r)(x2 + r2),

we have

(A.4.25) x4 − 3 = (x− 31/4)(x+ 31/4)(x2 + 31/2),

and (cf. (A.4.16))

(A.4.26) x2 + 31/2 is irreducible in Q[31/4][x],

since this polynomial has no roots in Q[31/4], and hence no linear factor in

Q[31/4][x]. Upon applying (A.4.1) with F = Q[31/4] and P (x) as in (A.4.26),
we obtain a field isomorphic to

(A.4.27) Q(r1, r2, r3, r4) = Q[31/4, i],

which has dimension 2 over Q[31/4], and hence dimension 8 over Q. Note
that (A.4.25) gives an example of (A.4.5) with

(A.4.28) P1(x) = (x+ 31/4)(x2 + 31/2),

which is neither irreducible nor a product of linear factors in Q[31/4][x].

Moving back to F = Fp, and generalizing (A.4.22) to x4 − a, we are led
to the following question, for a prime p ∈ N:

(A.4.29) When is x4 − a irreducible in Fp[x]?

This question is more subtle than those treated in (A.4.10) and (A.4.18),
since a polynomial of degree 4 can be reducible without containing a linear
factor (it can have 2 factors, each quadratic). For example,

(A.4.30) a = β2 mod p =⇒ x4 − a = (x2 + β)(x2 − β) in Fp[x].

(Then the issue of irreducibility of x2 ± β in Fp[x] is settled as in (A.4.10).)
More generally, expanding

(A.4.31) (x2 + αx+ β)(x2 + γx+ δ),

with coefficients in a field F, we see (A.4.31) has the form x4 − a, a ∈ F, if
and only if

(A.4.32) α+ γ = 0, δ + αγ + β = 0, αδ + βγ = 0, in F.
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These conditions imply α(β− δ) = 0, hence either α = 0 or β = δ. The first
case yields

(A.4.33) (x2 + β)(x2 − β) = x4 − a, with a = β2,

as in (A.4.30). The second case yields α2 = 2β, hence, if F does not have
characteristic 2 (i.e., if 2 ̸= 0 in F),

(A.4.34)
(
x2 + αx+

α2

2

)(
x2 − αx+

α2

2

)
= x4 − a, with a = −α

4

4
.

We have the following conclusion.

Proposition A.4.2. Given a field F whose characteristic is not 2, and given
a ∈ F, the polynomial x4 − a is reducible in F[x] if and only if one of the
following holds:

x4 − a has a linear factor, i.e., a = b4 for some b ∈ F,(A.4.35)

a = β2 for some β ∈ F,(A.4.36)

a = −α4

4 for some α ∈ F.(A.4.37)

(Actually, (A.4.35) ⇒ (A.4.36), so (A.4.35) can be ignored.)

The notion of the characteristic of a field was introduced in Exercise
7 of §7.1, and we recall it here. Given a field F, there is a unique ring
homomorphism ψ : Z → F such that ψ(1) = 1. The image IF = ψ(Z) is
the ring in F generated by {1}. Since Z is a PID, either ψ is injective or
N (ψ) = (n) for some n ∈ N, n ≥ 2. Then ψ induces an isomorphism of
Z/(n) with IF, so n must be a prime, say n = p. If ψ is injective, we say F
has characteristic 0. If N (ψ) = (p), then IF is a subfield of F, isomorphic
to Fp, and we say F has characteristic p.

It is easy to see that x4 − a is reducible in F2[x] for all a ∈ F2. On the
other hand, Proposition A.4.2 is applicable to Fp for all primes p ≥ 3. In
such a case, x4 − a is irreducible in Fp[x] whenever

a = β2 has no solution β ∈ Fp, and(A.4.38)

−4a = α4 has no solution α ∈ Fp.(A.4.39)

Note that if −1 is a square in Fp, then (A.4.38) ⇒ (A.4.39). (Interest in
this situation also arose in (A.4.9) and in Exercise 5 of §6.1.) Now

(A.4.40)

{β2 : β ∈ Fp \ 0} has cardinality
p− 1

νp
, and{

−α
4

4
: α ∈ Fp \ 0

}
has cardinality

p− 1

µp
,

where

(A.4.41) νp = #{γ ∈ Fp : γ
2 = 1}, µp = #{γ ∈ Fp : γ

4 = 1}.
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Clearly, for primes p ≥ 3, νp = 2 and

(A.4.42)
µp = 4 if −1 is a square in Fp,

2 if −1 is not a square in Fp.

This, by the way, suggests the answer to Exercise 5 of §6.1: given a prime
p ≥ 3,

(A.4.43) −1 is a square in Fp ⇐⇒ 4|(p− 1).

When −1 is not a square in Fp, the two sets in (A.4.40) are disjoint, and
hence cover Fp \ 0. We deduce the following.

Proposition A.4.3. For a prime p ≥ 3, there exits a ∈ Fp such that x4− a
is irreducible in Fp[x] if and only if p = 1 mod 4.

The arguments above illustrate that looking for irreducible polynomials
in F[x] of a specific form can be an interesting and challenging task. We
leave this pursuit, and turn to a task that extends the scope of our initial
application of Proposition A.4.1.

Namely, we take a field F and a polynomial P ∈ F[x], not necessarily

irreducible, and desire to extend F to a new field F̃, finite dimensional over F,
such that P (x) factors into linear factors over F̃. Thus, if P (x) = xn+· · ·+a0
(we may as well take an = 1), we want

(A.4.44) P (x) = (x− ξ1) · · · (x− ξn), ξj ∈ F̃ .

The construction is quite similar to what was done in the paragraph following
Proposition A.4.1. Since F[x] is a PID, P (x) has a factorization P (x) =
Q1(x) · · ·QM (x), with Qj ∈ F[x] irreducible. Then, by Proposition A.4.1,

(A.4.45) F[x]/(Q1) = F(Q1)

is a field, in which Q1 has a root ξ1 (parallel to (A.4.4)) and a factorization

Q1(x) = (x− ξ1)Q̃1(x) (parallel to (A.4.5)), with Q̃1 ∈ F(Q1)[x]. Then, with

P1 = Q̃1Q2 · · ·QM ∈ F(Q1), we have

(A.4.46) P (x) = (x− ξ1)P1(x), ξ1 ∈ F(Q1), P1 ∈ F(Q1)[x],

and P1 has degree n − 1. We can iterate this a finite number of times to

obtain (A.4.44), with F̃ obtained from F by a finite number of constructions
of the form (A.4.1). Let us define

(A.4.47) F[ξ1, . . . , ξn] ⊂ F̃

as the subset of F̃ consisting of polynomials in ξ1, . . . , ξn, with coefficients
in F. Clearly F[ξ1, . . . , ξn] is a ring, and a finite-dimensional vector space
over F. In fact, it is a field, thanks to the following extension of Proposition
6.1.3.
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Proposition A.4.4. Let F and F̃ be fields and R a ring, satisfying

(A.4.48) F ⊂ R ⊂ F̃.

If R is a finite dimensional vector space over F, then R is a field.

Proof. Simple variant of the proof of Proposition 6.1.3. �

We say F[ξ1, . . . , ξn], arising in (A.4.44)–(A.4.47), is a root field of P (x)
over F. Note that one can relabel {ξ1, . . . , ξn} as {ζjk}, with

(A.4.49) Qj(x) = (x− ζj1) · · · (x− ζjµj ), µj = order of Qj , ζjk ∈ F̃.

Note that constructing F[ξ1, . . . , ξn] involved some arbitrary choices. An-
other choice could lead to

(A.4.50) P (x) = (x− ξ′1) · · · (x− ξ′n), ξ′j ∈ F̃′,

and to the field

(A.4.51) F[ξ′1, . . . , ξ′n] ⊂ F̃′.

We have the following important uniqueness result.

Proposition A.4.5. There is an isomorphism F[ξ1, . . . , ξn] ≈ F[ξ′1, . . . , ξ′n]
that is the identity on F and takes ξj 7→ ξ′σ(j), for some permutation σ of

{1, . . . , n}.

To establish Proposition A.4.5, we start with the following complement
to Proposition A.4.1.

Lemma A.4.6. Assume that P ∈ F[x] is irreducible and that there is a field

F̃ ⊃ F and ξ ∈ F̃ such that P (ξ) = 0. Consider the ring F[ξ] ⊂ F̃ (which, by
Proposition A.4.4, is a field). Then there is a natural isomorphism

(A.4.52) F[ξ] ≈ F(P ) = F[x]/(P ).

Proof. The map x 7→ ξ yields a natural surjective ring homomorphism

(A.4.53) ψ : F[x] −→ F[ξ].

Then the null space N (ψ) is an ideal in F[x], and it must be a principal
ideal. Now P (ξ) = 0 ⇒ P ∈ N (ψ), so N (ψ) ⊃ (P ). The irreducibility of P
in F[x] implies N (ψ) = (P ), and gives (A.4.52). �

Note. A corollary of Lemma A.4.6 is that, if P ∈ F[x] is irreducible, and if

if there exists another field F̃′ ⊃ F and ξ′ ∈ F̃′ such that P (ξ′) = 0, yielding

F[ξ′] ⊂ F̃′, then F[ξ] and F[ξ′] are isomorphic, via ξ 7→ ξ′.
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Proof of Proposition A.4.5. We use induction on

(A.4.54) m = dimF F[ξ1, . . . , ξn]

(for arbitrary F). The result is trivial for m = 1, since then P (x) factors
into linear factors in F[x], uniquely (up to order). Suppose m > 1. Then
P (x) has an irreducible factor Q(x) of degree d > 1. Let ξ be a root of Q
in F[ξ1, . . . , ξn] and ξ′ a root of Q in F[ξ′1, . . . , ξ′n] (say ξ = ξj , ξ

′ = ξ′σ(j)).

By Lemma A.4.6, ξ 7→ ξ′ provides an isomorphism from F[ξ] to F[ξ′]. Now
F[ξ1, . . . , ξn] is an extension of F[ξj ], and

(A.4.55) dimF[ξj ] F[ξ1, . . . , ξn] =
m

d
,

while F[ξ′1, . . . , ξ′n] is an extension of F[ξ′], which we can identify with F[ξ].
Thus induction finishes the proof. �

In light of Proposition A.4.5, we say F[ξ1, . . . , ξn] in (A.4.46)–(A.4.47) is
the root field of P (x) over F, and denote it by

(A.4.56) R(P,F).

Note that if K is a field and P ∈ F[x],

(A.4.57) F ⊂ K ⊂ R(P,F) =⇒ R(P,K) = R(P,F).

We return to the search for and description of fields with pn elements.
Momentarily postponing the existence question, let us set q = pn, where
p ∈ N is a prime and n ∈ N, and suppose Fq is a field with q elements.
As we have seen, Fq contains, in a unique fashion, a subfield isomorphic to
Fp = Z/(p), and dimFp Fq = n. To look further into the structure of Fq,
we note that Fq \ 0 is a multiplicative group with q − 1 elements, so, by
Proposition A.3.1,

(A.4.58) a ∈ Fq \ 0 =⇒ aq−1 = 1 =⇒ aq = a,

the latter identity also holding for a = 0. Thus each element of Fq is a root
of the polynomial xq − x. Since this has at most q roots, we must have

(A.4.59) xq − x =

q∏
j=1

(x− aj), Fq = {aj : 1 ≤ j ≤ q}.

These considerations lead to the following result.

Proposition A.4.7. If p ∈ N is a prime, n ∈ N, and q = pn, then

(A.4.60) R(xq − x,Fp)

is a field with q elements. Furthermore, each field with q elements is iso-
morphic to (A.4.60). We denote this field by Fq.
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Proof. First, we need to show that the field (A.4.60) has q elements if
q = pn. For this, it suffices to show that P (x) = xq − x has no multiple
roots. In fact, if ξ is a multiple root of P (x), then x − ξ is also a factor of
P ′(x) in R(xq − x,Fp), so P

′(ξ) = 0. But in Fp[x], P
′(x) = qxq−1 − 1 = −1,

so it has no roots. Consequently, xq−x has q distinct roots in R(xq−x,Fp).

The sum and difference of two roots are also roots, since

(A.4.61) (a± b)p = ap ± bp

in any field of characteristic p, and hence, inductively, given roots a and b,

(A.4.62) (a± b)p
n
= ap

n ± bp
n
= a± b.

The product ab is also a root, since (ab)q = aqbq = ab. The set of all q roots of
xq−x is therefore a subring ofR(xq−x,Fp), hence a subfield (by Proposition
A.4.4). Since it contains all the roots, it must equal R(xq − x,Fp). �

The proof of Proposition A.4.7 motivates us to consider more generally
when a polynomial P ∈ F[x] has multiple roots in R(P,F). This brings in
the derivative

(A.4.63) D : F[x] −→ F[x],

an F-linear map defined by

(A.4.64) Dxn = nxn−1,

the formula one sees in basic calculus, but here in a more general setting.
We also use the notation P ′ = DP . As in calculus, one verifies that D is a
derivation, i.e.,

(A.4.65) D(PQ) = P ′Q+ PQ′, ∀P,Q ∈ F[x].

Of course, D acts on polynomials over any field, such as R(P,F). If P
factors as in (A.4.44), then P ′ is, by (A.4.65), a sum of n terms, the jth
term obtained from (A.4.44) by omitting the factor x− ξj . Consequently, if
ξj = ξk is a double root of P ,

(A.4.66) P and P ′ are both multiples of x− ξj , in R(P,F).

This observation leads to the following result.

Proposition A.4.8. If P ∈ F[x] is irreducible, then all the roots of P in
R(P,F) are simple unless P ′ = 0.

Proof. If P is irreducible, and P ′ (whose degree is less than that of P ) is
not 0 in F[x], then the ideal generated by P and P ′ has a single generator,
which divides P , so is 1. Thus there exist Q0, Q1 ∈ F[x] such that

(A.4.67) Q0(x)P (x) +Q1(x)P
′(x) = 1.

This identity also holds inR(P,F), of course, and it contradicts (A.4.66). �
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If the leading term of P (x) is anx
n, n ≥ 1, an ̸= 0, then the leading

term of P ′(x) is nanx
n−1, which is nonvanishing unless n = 0 in F. Thus

we have:

Corollary A.4.9. If F has characteristic 0 and P ∈ F[x] is irreducible, then
all the roots of P in R(P,F) are simple.

Here is an example of a field F of characteristic p and an irreducible
P ∈ F [x] that has a multiple root in R(P,F). Namely, let p ∈ N be a prime
and set K = Fp(t), the quotient field of the polynomial ring Fp[t] (which is
an integral domain). Then set

(A.4.68) F = Fp(t
p),

the subfield of K generated by tp. Then take

(A.4.69) P (x) = xp − tp, P ∈ F [x],

which is irreducible over F , though not over K. In this case, we have

(A.4.70) P (x) = xp − tp = (x− t)p in K[x],

so K = R(P,F), and P has just one root, of multiplicity p, in R(P,F).

By contrast, there is the following complement to Corollary A.4.9.

Proposition A.4.10. If F is a finite field and P ∈ F[x] is irreducible, then
all roots of P in R(P,F) are simple.

A useful ingredient in the proof of Proposition A.4.10 is the following.

Lemma A.4.11. If F = Fq, q = pn, then

(A.4.71) ψ : F −→ F, ψ(a) = ap is bijective.

Proof. In fact, if ψn = ψ ◦ · · · ◦ ψ is the n-fold composition, then

(A.4.72) ψn(a) = ap
n
= a, ∀ a ∈ F,

by (A.4.58), so ψn is bijective. This forces ψ to be bijective. �

Proof of Proposition A.4.10. By Proposition A.4.8, it suffices to show
that if q = pn, P ∈ Fq[x], and P

′ = 0, then P is not irreducible. Indeed, if
P ′ = 0, then P (x) must have the form

(A.4.73) P (x) = akx
kp + ak−1x

(k−1)p + · · ·+ a1x
p + a0.

By Lemma A.4.11, we can write each aj = bpj for some bj ∈ Fq, and then

identities parallel to, and following by induction from, (A.4.61) give

(A.4.74) P (x) = Q(x)p, Q(x) = bkx
k + bk−1x

k−1 + · · ·+ b1x+ b0,

proving that P (x) is not irreducible. �
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Remark. The identity (A.4.61) for elements of Fq also implies that ψ in
(A.4.71) satisfies

(A.4.75) ψ : Fq −→ Fq is a ring homomorphism.

Being bijective, ψ is hence an automorphism of Fq. Also the analogue of
(A.4.58) for q = p implies that ψ is the identity on Fp ⊂ Fq. One writes

(A.4.76) ψ ∈ Gal(Fq/Fp).

Generally, if we have fields F ⊂ F , an element

(A.4.77) φ ∈ Gal(F/F)
is an automorphism of F that leaves the elements of F fixed. The set
Gal(F/F) is a group, called the Galois group of F over F. Galois the-
ory is a very important topic in algebra, which the reader who has gotten
through this appendix will be prepared to study, in sources like [1], [4], and
[11]. It is tempting to say a little more about Galois theory here, but we
have to stop somewhere.
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