
MATH662: Numerical linear algebra April 4, 2021

Test 2

Solve the following problems (6 course points each). Present a brief motivation of your method of solution.
1. Consider a computer satisfying the floating point arithmetic axiom x~ y=(x� y)(1+ �) for all x; y2F�R

(set of real floating point numbers), with machine epsilon denoted by �, ~ a floating point operation, � the
corresponding real number operation. Also consider construction of the Newton interpolating poynomial

pn(x)= y0+ [y1; y0](x−x0)+ ���+ [yn; yn−1; :::; y0](x−x0):::(x−xn−1)= a0+ a1x+ ���+ anx
n

of data D=f(xk; yk); xk=kh; k=0; :::; ng, h=1/n, n2N+, with divided differences defined by [yk] = yk,

[yk; yk−1; :::; yk−l]=
[yk; yk−1; :::; yk−l+1]− [yk−1; yk−2; :::; yk−l]

xk−xk−l
=
[yk; yk−1; :::; yk−l+1]− [yk−1; yk−2; :::; yk−l]

lh
:

a) What is the condition number of the problem D!f an?
b) Estimate the error �an produced by error �yj in jth data measurement, i.e., yj~ = yj+ �yj.
c) What is the condition number of the problem h!g an?
d) Is the evaluation of g(h)=an(h) well-conditioned, ill-conditioned or ill-posed? Consider limiting values

of the sampling step size h.
2. Let A2Rm�m denote the matrix obtained by second-order accurate, centered finite difference approxima-

tion of the Helmholtz equation r2u=−k2 u in (0; 1)� (0; 1) with periodic boundary conditions u(x+ p;
y+ q)= u(x; y), p; q 2Z, h=1/n, n2N+, m=n2, leading to the eigenvalue problem Au=−h2k2u.

(r2u)ij=�
ui+1;j+ui−1;j+ui;j+1+ ui;j−1− 4ui;j

h2
)A= diag([0; :::; 1; :::; 1;−4; 1; :::; 1; :::0])

a) Present an algorithm to reduce A to symmetric Hessenberg form H using Householder reflectors that
preserves eigenvalues of A.

b) Is the algorithm accurate in floating point arithmetic?
c) Is the algorithm forward stable?
d) Is the algorithm backward stable?

Provide either an analysis or a qualitative motivation using established theorems for answers to
(b)-(d).


