MATHG662: Numerical linear algebra April 4, 2021
TEST 2 SOLUTION

Solve the following problems (6 course points each). Present a brief motivation of your method of solution.

1. Consider a computer satisfying the floating point arithmetic axiom x® y=(x*y)(1+¢€) forall z,y e FCR
(set of real floating point numbers), with machine epsilon denoted by €, ® a floating point operation, * the
corresponding real number operation. Also consider construction of the Newton interpolating poynomial

Pa(®) = Yo+ [y1, Yo (x — o) + -+ + [Yns Yn—1, -, Yol (T — T0)...(T — Tp—1) = a0+ @17 + -+ + a2
of data D ={(xg, yx),xxr=kh,k=0,...,n}, h=1/n, n € Ny, with divided differences defined by [yx] = yx,
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a) What is the condition number of the problem D —/a,?

C

)
b) Estimate the error da,, produced by error dy; in j* data measurement, i.e., y; = y; + dy;.
) What is the condition number of the problem h —9%a,?

)

d) Is the evaluation of g(h)=a,(h) well-conditioned, ill-conditioned or ill-posed? Consider limiting values
of the sampling step size h.

Solution.

a) Note that a, = [yn, Yn_1, ..., yo] = f(D), and is linear in y, hence a,, = Fy, with F' € R**("*Y the matrix
encoding the linear mapping f. The condition number of the problem is k= x(F'). (Full credit, the
question asks: “do you recognize linear dependence and recall the condition number of matrix-vector
multiplication?”).

Note. The standard procedure to find the matrix encoding a linear mapping is to apply the mapping
to the standard basis vectors eg, ey, ..., e,, i.e.,

F=[f(e) fl(e) ... flen)]

Let a,;= f(e;). When y=e;, p,i(z) is the interpolating polynomial with roots z; = jh, for j=0,...,
n but j #1, hence has form

Evaluation at z; gives

-1 -1
n n

priih)=a, b [ (—j)=1=a.=|r" [[ G-5)| =n"| T[] -9
§=0,i#3 J=0,i%j J=0,i#j

The smallest value of the product is (—1)"2(n/2)?, and arises at i =n/2, hence

max |a, ;| =4n" "2 =||F||.
b) [dan| < kg [0y;| < K(F) |0y;].

c¢) From divided difference recurrence formula, deduce
nn
ap= Am =G(n),

with A some coefficient, and a,, = g(h) = G(1/h) differentiable, hence condition number is given by

derivative
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(Full credit, questions asks: “do you recognize nonlinear dependence and condition number evaluation
through Jacobian?”)
Notes.

i. The coefficient A is known from divided difference calculus

A=A y():( 0 )yn_< 1 >yn—1+( 9 )yn—Z_"'a( Lk ):k'(n—k)'

ii. n"/n!'>1, and can be estimated using Stirling’s formula (for large n)

n
lnn!;’nlnn—nélnn—:néﬂge”.
n! nn
This gives
_|Afet/n
=

d) As h—0, e'/" h=2 rapidly increases and the problem is ill-conditioned.

G'(n)=Ae"= Ae/t k,

2. Let A €R™*™ denote the matrix obtained by second-order accurate, centered finite difference approxima-
tion of the Helmholtz equation V2u = —k?w in (0,1) x (0,1) with periodic boundary conditions u(z + p,
y+q)=u(x,y), p,q€Z, h=1/n, n€ N, m=n? leading to the eigenvalue problem Awu=—h%k?u.

(V2u)i; Wit 1,5+ Uim1,j + Ui j+1+ Ui j—1 — dUi g
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a) Present an algorithm to reduce A to symmetric Hessenberg form H using Householder reflectors that
preserves eigenvalues of A.

= A =diag([0,...,1,..,1,—-4,1,...,1,...0])

b) Is the algorithm accurate in floating point arithmetic?
c) Is the algorithm forward stable?

d) Is the algorithm backward stable?
Provide either an analysis or a qualitative motivation using established theorems for answers to
(b)-(d).
Solution.

a) Eigenvalues are preserved by similarity transformations A ~TAT ™! or A~ QAQ" for A with
real elements. Start from the standard similarity reduction to Hessenberg form through Householder
reflectors.

Input: A € Rm™*™
Output:
for k=1tom —2
= Api1mp € R™F
v, =sign(zy) x| e1+x
Ve = Ui/ [|vi|
Akt 1om kom = Akt 1om kem — 20k (V8 Akt 1o om)
Al:m,k+1:m = Al:m,k-}—l:m —2 (Alzm,k—I—l:m Uk)vg
Note that A is symmetric and banded with semi-bandwidth n, and eliminating redundant multiplica-
tions with zero gives

Input: A € Rm*™
Output:
fork=1tom—2
p=min (k+n,m)
xl:n:Ak-i—l:PJc
v =sign(zy) [|x||2e1+x (or vy =€) — x)



Ve =i/ || vk
Ak-l—l:p,k:p = Ak-l—l:p,k:p — 2, (ngk+1:p,k:p)
Al:m,k+1:p = Al:m,k—i—l:p -2 (Ak—i-l:m,k:m /Uk)'vlg

b) An algorithm f to solve problem f is accurate if the relative error is of order machine epsilon €
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The problem is to reduce A to Hessenberg form through an orthogonal similarity transformation

AL (Q H),A=QHQ".

The algorithm constructs an approximation Q through Householder reflectors, Q = Q1Q2- Qn—», and
is accurate if it is backward stable, with error estimate (cf. Theorem 15.1)

1f(z) — f@)]
=0(k(x)e),
wn o
where « is the condition number of the problem.

c) Forward stability is defined as

1 (z) — f(@)] 2 — 2]
1 (@)l ]|

Note that A is symmetric hence unitarily diagonalizable, and the singular values of A are the absolute
values of the eigenvalues o;=|);|, with |\{| >--->|\,,|. The condition number of A is k(A)= |\ /).
From Aw = —h?k?u note that k=0, uw =1 is a solution of the eigenvalue problem, hence \,, =0,

=0O(e).

= O(e) for some 7 such that

implying x(A) — oo, the problem is ill-conditioned and the algorithm A —f> (Q, H ) is not forward
stable

d) Backward stability is defined as

f(x) = f(z) forsome Z such that HxH;”’UH

As in Householder triangularization, reduction to symmetric Hessenberg form is backward stable in
the sense that

=0(e).

QHQ"=QHQ"= A, forsome Asuchthat |A — Al =O(e).



