SciComp Practice Exam 5/12/14

Answer the following questions explaining all steps that lead to a solution. Results presented without moti-
vation will not receive any credit.

1. Approximate [ = fol log () sin (22/100) dz to a relative error e =104

Solution. Construct a Gauss quadrature formula for integrals of form

I:/O log (z) f(x)d:vzz w; f(2;) + en.

i=1
For f(z)=sin (22/100) and z € [0, 1], Taylor-series expansion gives f(x) 2 (/10)% + O((2/10)°) so Gauss
quadrature with n = 2, exact for quadratics will have |e, | < 107%. The evaluation nodes w1, z2 are roots of

p2(z) from the orthogonal polynomial set {po(x), p1(x), p2(x)}, obtained by applying the Gram-Schmidt
algorithm to {1, x, 22} with scalar product

(u,v)= —/O log (z) u(x) v(x) da,

and associated norm ||u| = (u,u)'/?. Compute:

1

1
- Fdr=—7
/Olog(x)x dx S

arising in application of Gram-Schmidt
po(z)=1/(1,1)!2=1.
qi(x)=x — (z, po) po(x) =z — 1/4.
pi(z) = q(z)/lql =144(z — 1/4)/7
q2(x) =2* — (2%, po)po(z) — (2%, p1)p1(z)

The polynomial ps(z) = ga(2)/||¢2|| has same roots x1, 22 as ga(x). The weights wq, wo are determined by
imposing exact quadrature results for integrands 1,z

1
/ log (z) dz=—1=wi + w2
0

1
/ log (z)xdz = —% = w1 T1 + Wo To.
0

2. Assume the real-valued sequence {x, },en exhibits first-order convergence to a € R.

a) What is the limit of the sequence

2
Yp = TnTn+2— Tp+l o
n = {
In+2_2xn+1+xn

b) At what rate does {y, }nen converge?



Solution. Change origin to make a =0 and simplify calculations. First-order convergence x, — 0 as n — oo
implies

fim il o (0,1

Assume z,, >0, such that x,, 2~ Cx,1 = C?x,, for large enough n

_ (C?—C?)a? _0
In T 20T D an

S0 ¥yn sequence has the same limit. Consider now second-order terms z, 12> Cxp41+ D:E%H

24, [C(Cxp+ Da2) + D (Cxp+ Da2)? — (Cxn+ Dx2)?  CD

n: - 37, O ?7,7
Y= G(Can+ Da2)+ D (Can+ Da2)2y—2(Camt D)+ C—1°07 (zn)

showing that ¥, exhibits second-order convergence.
3. Find the best approximation of \/z by a first-degree polynomial on the interval [0, 1].

Solution. Introduce the error e(x;a,b) =ax +b— \/x, and consider the p-norms for functions f:[0,1] = R

I5t0=( [ 1@ )"

Interpret “best approximation” to mean minimal 2-norm

min ez
a,beR

(Note: choice of a specific norm when nothing is specified in the problem is fine. It is not acceptable however
to choose a set of discrete points x, ..., T, since the problem specifically requests a best approximation over
the interval [0,1].)

Compute

2

s =leli=( [ tar+o-varar) =% +a(o-1) - 2riel

and seek minima by solving

Jg 2a 4 0g 4
-3 =0y 3

with solution a =4/5, b=4/15.
4. Approximate x(1/2) to relative error ¢ =103 with z(¢) solution of the two-point boundary value problem

"4+ 22" +10x=0
z(0)=1,2(1)=2

Solution. The characteristic equation of the ODE is r2 + 274+ 10=0, with roots r1,2=—1= 37, so the solution
has form

x(t) = e *(acos 3t + bsin 3t).



Boundary conditions give
l=a,2=e"Ycos3+bsin3)=b=(2e —cos 3)/sin 3

SO

1 o _1/2 é 26-(3053‘. §
:1:(2>—e (COS2+—sin3 51n2>

Euler’s number is e =2.71828. Construct a numerical approximation of e~1/2

to

by applying Newton’s method

Start from zp=1/1.6=0.625 (since 1.62=2.56), giving z; = 0.60568, zo = 0.6065 2 e /2. Next,

_0.0708

5 = 0.9975

.3 T B . ~
sin 3 =sin ( . 0.0708) — cos (0.0708) ~ 1

cos % — cos (g - 0.0708) — sin (0.0708) 2 0.0708

sind = QSin%cosgg 0.141

2 § — sin? % ~—-0.99

cos3 = cos
2

Using these numerical approximations

2% 2.71828 +0.99

0141 0.9975 | = 27.62

x(%) = 0.6065[0.0708 +

5. Consider the Cholesky factorization A= LL" of A€ R™*™, symmetric positive definite. Given L write the
pseudocode to compute A with minimal use of computational resources (memory, floating point operations).
Specify the algorithm complexity.

Solution. Start from matrix multiplication formula

m
a;,j= E ikl k
k=1

and use l; =0 for £>14, [; =0 for £> j to obtain
min(z,5)
aij= Y liwljn
k=1

It is possible to return A by overwriting L, hence no additional memory is required

Algorithm



fori=1tom
for j =1 downto 1
n=min (i, j)
s=0
for k=1ton
s=s+1lkljk
li)j:S
return L

Memory: 1 +2+... +m=m(m+1)/2=0(m?/2) locations
Floating point ops (count along principal minors): %271:21 (2k —1) k=0O(m3/6).

6. Determine the condition number of the algorithm

 fa+h)=2f(x)+ fl@—h)
h? '

Solution. Assume f:R— R, f € C3*(R). The (relative) condition number is defined as

161 o]
|0x| |F(z)]
with
Py = Lt 0 =200+ =t
Compute

x4+éx+h)—2f(x+dx)+ f(x+dx—h) flz+h)—2f(z)+ f(z—h)

SF = Fla +62) — F(z) = ¢ = _ it

Taylor series expand and keep O(dx) terms

(x+h)=2f"(x)+ f'(x—h)

fl
oF = o

ox,

to obtain condition number

fw+h)—2f"(x)+ f'(x—h)
f@+h)=2f(z)+ f(x—h)

R =

.

For small h, k= |z f"(z)/ f"(x)].



